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ABSTRACT

Public authorities justify the implementation and further development of biometric and behavioural technology as a need that requires no discussion, in order to fight terrorism and ensure security. However, so far they have failed to bring evidence of efficiency and added-value, and they appear to circumvent any serious debate on the very principle of prohibiting this technology. Despite this position, an impact analysis articulates intolerable risks to rights and freedoms that are the foundations of any political democracy that cares about respecting its individual members. In particular, it is demonstrated that biometric identifier theft or diversion of the processing purpose may have very serious impacts on individuals, along with affecting their dignity based on a non-consensual processing of one of their more intimate data. This occurs in a context where the mismanagement of existing biometric databases by institutions of the European Union and some member states has already been demonstrated.

Consequently, the member states of the European Union find themselves confronted with a crucial political choice. They can choose to rediscover the principles and values of the rule of law and the respect of human rights, and to ban the use of biometric identifiers and of biometric recognition, at the very least in publicly accessible places. Or they can choose to stray from this path and go down the road to totalitarianism, by keeping their current trajectory. Such a statement will be understood by anyone who looks at history and is conscious of the relevance and the value of the principles transmitted to us by the writers of the European Convention on Human Rights. It will also be understood by anyone aware of the calls to prohibit facial recognition from almost all residual democratic checks and balances, including the United Nations, the European Parliament, and Data Protection Authorities.

The answer to this choice, in relation to the arguments to be opposed to terrorism, will undoubtedly be decisive.
AUTHORS
AND CONTRIBUTORS

Authors
Estelle De Marco
Aeris

Contributors
Célie Zamora
Valentina Pavel

Linguistic proofreading
Mireille Renaud-Mallet
# TABLE OF CONTENT

**ABSTRACT**  
2

**AUTHORS AND CONTRIBUTORS**  
3

**TABLE OF CONTENTS**  
4

**LIST OF MAIN ACRONYMS AND ABBREVIATIONS**  
8

**1. EXECUTIVE SUMMARY**  
10

**2. INTRODUCTION**  
21
  
2.1 CONTEXT OF THE STUDY  
22
2.2 PURPOSE AND STRUCTURE OF THE STUDY  
25
2.3 SCOPE AND DEFINITIONS  
26
2.4 METHODOLOGY  
27

**3. CONTOURS AND CONTENT OF THE USE OF SURVEILLANCE TECHNOLOGIES**  
33
  
3.1 CURRENT USE OF MASS SURVEILLANCE TECHNOLOGIES WITHIN THE EU & WESTERN BALKANS  
34
  
  1. Use, by public authorities, of biometric mass surveillance technologies  
34
  2. Other usages of surveillance technologies  
36
3.2 THE ROLE OF EUROPEAN AND NATIONAL ACTORS IN THE FIELD  
37
3.3 CIVIL SOCIETY RESPONSES  
40

**4. THE LEGISLATION REGULATING SURVEILLANCE**  
53
  
4.1 THE ECHR AND THE EUCFR REQUIREMENTS  
54
  
  1. Respecting human rights and the rule of law: a societal choice implying more than formal statements  
54
  2. Fundamental rights impacted by the use of mass surveillance technologies  
55
  
   1. The right to private and family life  
55
   2. The right to the protection of personal data  
56
   3. The right to freedom of expression  
57
   4. The right to freedom of assembly and association  
57
   5. The right to freedom of opinion  
58
   6. The right to freedom of movement  
58
   7. The right to liberty and security  
59
   8. The right to non-discrimination  
59
   9. The right to education  
60
  10. The right to a fair trial and related rights  
60
11. The right to dignity and to self-determination 61
12. The right of resistance to oppression 63

3. The conditions for limiting fundamental rights in a democratic society governed by the Rule of Law 64

1. The requirement for a determined and legitimate purpose 64
2. The requirement for efficiency 65
3. The requirement for minimisation 65
4. The requirement to set-up guarantees 66
5. Further restrictions to the possibility to limit a fundamental right: particularly protected rights, prohibition to suppress a right, and right to dignity 66

4.2 EUROPEAN UNION LEGISLATION 69
4.3 NATIONAL LEGISLATIONS 72

5. IMPACTS OF THE USE OF MASS SURVEILLANCE TECHNOLOGIES ON HUMAN RIGHTS 90

5.1 THE SOURCES OF IMPACTS ON HUMAN RIGHTS 91
5.2 ASSESSMENT OF THE COMPLIANCE OF THE USE OF MASS SURVEILLANCE TECHNOLOGIES WITH THE REQUIREMENT FOR NECESSITY AND PROPORTIONALITY 92

1. Lack of clarifications in relation to purposes and their legitimacy 92
   1. Lack of purposes specification in relation to practices 92
   2. Lack of specification of purposes in specific legislation 93
   3. Purposes diversion 94
   4. Failure to specify the legitimacy of purposes 94

2. Issues relating to the principle of efficiency 95

3. Issues relating to minimisation 96

4. Issues relating to the principle of legal basis and transparency 97
   1. Lack of appropriate legal basis 97
   2. Lack of effectiveness of Parliaments decision-making power 98

5. Lack of other guarantees 100
6. Conclusion of the necessity and proportionality assessment 101

5.3 RISKS FOR HUMAN RIGHTS 102

1. Risks for the right to private life 102
   1. Disproportionate loss of opacity for the individual 102
   2. Unjustified loss of personal development and of personal autonomy 102
   3. Genuine, current and serious threat to self-determination and to dignity 103

2. Risks for the right to freedom of expression and of assembly 103

3. Risks for the absolute right to hold a belief 104

4. Risks linked to errors and theft 105
   1. Technology-based errors 105
   2. Human based errors and weaknesses 105
   3. Risks of theft 106
4. Impacts in terms of reversal of the burden of proof
5. Impacts on the right to a fair trial and on human dignity
6. Impacts on the credibility of the fight against terrorism

5. Risk for democracy
1. A possibility of abuse that was never reached in history
2. The circumvention of democratic checks and balances
3. A clear signal of unacceptable paternalistic decision-making approach
4. The risk of disappearance of the right to resist oppression
5. The need to settle the proper conditions for understanding and debating democracy and preservation of freedoms
6. The need to put an end to the misrepresentation of reality

6. Recommendations
6.1 Convene a general forum on democracy, human rights, and the rule of law
6.2 Restore the conditions for democratic debate
6.3 Implement human rights education in society and in the political sphere, at national and European Union levels
6.4 Declare an immediate moratorium on technology and practices that impact the right to hold a belief, the right to self-determination, the right to human dignity, and the right to resist oppression

7. Cases studies
7.1 France
1. State of use of surveillance technologies
   1. Current offline use, by public authorities, of biometric and behavioural mass surveillance technologies
   2. Other usages of surveillance technologies
   3. Political standing in relation to the use of mass surveillance technologies
2. Legislation regulating mass surveillance technologies
3. Civil society responses
7.2 The United Kingdom
1. State of use of surveillance technologies
   1. Current offline use, by public authorities, of biometric and behavioural mass surveillance technologies
   2. Other usages of surveillance technologies
   3. Political standing in relation to the use of mass surveillance technologies
2. Legislation regulating mass surveillance technologies
3. Civil society responses
7.3 ROMANIA

1. State of use of surveillance technologies
   1. Current offline use, by public authorities, of biometric and behavioural mass surveillance technologies
   2. Other usages of surveillance technologies
   3. Political standing in relation to the use of mass surveillance technologies

2. Legislation regulating mass surveillance technologies

3. Civil society responses

8. CONCLUSION

9. ANNEX 1 – LACK OF LEGITIMATE BASIS OF LEGAL INSTRUMENTS THAT ORGANISE THE POSSIBILITY OF MASS BIOMETRIC RECOGNITION

9.1 ABSENCE OF LEGITIMATE LEGAL BASIS OF THE EU REGULATION 2019/1157 ON STRENGTHENING THE SECURITY OF IDENTITY CARDS

9.2 ABSENCE OF LEGITIMATE LEGAL BASIS FOR A PROPOSED ARTIFICIAL INTELLIGENCE REGULATION
<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANSPDCP</td>
<td>Romanian Data Protection Authority</td>
</tr>
<tr>
<td>CCTV</td>
<td>Closed-Circuit Television (refers to video-surveillance)</td>
</tr>
<tr>
<td>CNIL</td>
<td>French Data Protection Authority</td>
</tr>
<tr>
<td>EC</td>
<td>European Commission</td>
</tr>
<tr>
<td>ECHR</td>
<td>European Convention on Human Rights</td>
</tr>
<tr>
<td>ECTHR</td>
<td>European Court of Human Rights</td>
</tr>
<tr>
<td>EDPB</td>
<td>European Data Protection Board</td>
</tr>
<tr>
<td>EDPS</td>
<td>European Data Protection Supervisor</td>
</tr>
<tr>
<td>EU</td>
<td>European Union</td>
</tr>
<tr>
<td>EUCFR</td>
<td>European Union Charter of Fundamental Rights</td>
</tr>
<tr>
<td>EUCJ</td>
<td>European Union Court of Justice</td>
</tr>
<tr>
<td>EUR</td>
<td>Euros</td>
</tr>
<tr>
<td>GDPR</td>
<td>General Data Protection Regulation</td>
</tr>
<tr>
<td>ICO</td>
<td>The United Kingdom Data Protection Authority</td>
</tr>
<tr>
<td>LEAs</td>
<td>Law Enforcement Agencies</td>
</tr>
<tr>
<td>NGOs</td>
<td>Non Governmental Organisations</td>
</tr>
<tr>
<td>USA</td>
<td>United States of America</td>
</tr>
</tbody>
</table>
EXECUTIVE SUMMARY
SECTION 2
INTRODUCTION

For centuries, citizens and residents have questioned the limits of the powers of the state to restrict their freedoms and free will. Each time these limits appeared to have been crossed in history, parliamentarians and civil society rose up. By the 18th century, this opposition was directed against passports and the registration of certain categories of persons in files, such as suspects of criminal offences and political opponents. By the end of the 19th century, public opinion opposed the collection, by the state, of their photographs, which was seen as a threat to the freedoms of “honest people”. People expressed fear of being subjected to arbitrary classification, based on opaque criteria, and to contestable deprivation of freedom on the sole ground of such categorisation.

From the First World War onwards, some governments succeeded in imposing identity documents on all their residents and then nationals, with a sorting process applying in certain countries to minorities that were regarded as undesirable. Identity cards survived the wars in France, Italy, and Germany, while they were abolished in the United Kingdom.

Opposition to events that had occurred during the wars led to the adoption, in 1950, of the European Convention on Human Rights (ECHR). The aim of the ECHR was and still is to prevent a return to totalitarianism, through a mechanism which discourages states from favouring order and security over the preservation of freedoms. Schematically, the ECHR requires as a minimum that any interference with a fundamental right be provided for by law, have a determined and legitimate purpose (which must correspond to a demonstrated need), and be both efficient and reduced to that which is strictly necessary to reach this purpose. These principles, also referred to as the “requirements for necessity and proportionality”, have been subject to specific implementation in laws dedicated to the protection of personal data from the 1970s onward, taking into account the ongoing digitisation of society.

From 1985 onward, developments of biometry and facial recognition, as well as the growing use thereof by public authorities and the private sector, have been feeding new concerns. Public authorities justify the implementation and further development of these technologies as a need that requires no discussion, in order to fight terrorism and ensure security. However, they have so far failed to establish any evidence of efficiency and added-value, whereas biometry is a highly intimate and identifying tool. Consequently, civil society and politicians alike are calling for an end to this culture of identification and control, which is widely considered a threat to democracy and the rule of law.

In this context, the current study aims to frame the terms of the debate in the most objective manner in order to identify whether human rights and the rule of law are under threat from the use of biometric and behavioural mass surveillance technologies, with a focus on the practices of public authorities. This evaluation is based on a privacy impact assessment (PIA) of biometric and behavioural mass surveillance technologies, understood as technologies that include the use of biometric identifiers and are likely to enable mass surveillance, even though they are not implemented for that particular purpose.
serious criminal offences, and, in relation to specific databases, to cooperation in police and judicial matters. Nowadays, the information systems that support these policies, managed by eu-LISA, gather more than 53 million pieces of biometric data. These systems are the VIS, the SIS I and II, the Eurodac, the ECRIS, the ETIAS and the Entry/Exit System (EES). In addition, these systems use an Automated Fingerprint Identification System (AFIS), which is expected to include facial recognition as a major component in the future.

EU member states are also increasingly using video-surveillance, which progressively includes facial and behavioural recognition technology. In addition, the public and private sectors increasingly propose authentication functions based on biometric recognition. Both the private and the academic sectors also use surveillance techniques based on biometric or behavioural criteria.

The European Union plays a central role in the development of the use of biometric technology, seeking to favour a technical convergence of European systems that contain biometric data. This EU policy expands to the Western Balkans. This approach is sometimes presented as the result of pressure from the United States of America (USA) to make the recourse to biometry a priority objective in the fight against terrorism. However, authors show that actually the European Union made choices that widely exceeded the demands made by the USA and rather seem to serve an EU domestic policy aiming to develop a registry of fingerprints and facial images of EU citizens and residents.

The recording of biometric identifiers is implemented in a context where the EU and governments tend to short-circuit public debate and opposing opinions from parliamentarians and data protection authorities. At the same time, technological risks are often not seriously assessed, beyond rhetorical statements of commitment to fundamental rights protection. This observation raises the issue of the intentional weakening of parliaments and, more generally, of democratic checks and balances. In addition, we observe a high tendency, from the representatives of the EU and of members states, to force the "acceptability" of biometric identification and recognition through the kindling of "an artificial atmosphere of fear" (Guillaume Gorman), combined with a public communication which presents biometric surveillance in a favourable light. Indeed, it is shown as a pledge of security, the latter being asserted as a natural need that is beyond discussion in its principle, and which is inherent to freedoms or supersedes them. This approach tramples on fundamental principles that underpin the European legal system, in which security is conversely an exception to freedom, subject to strict conditions.

Citizens, deceived in relation to the efficiency and the purpose of biometric technology, are therefore deprived of any real debate on these topics. Yet, such a debate is of utmost importance. Indeed, security issues affecting intimate data that cannot be revoked and the question of whether the security brought by surveillance, including biometry, is real in the face of terrorist threat, are as important as the challenges at stake in terms of choice of social model, in relation to the one that is currently followed.

Regardless, the European Union sustains innovation by funding several research projects aiming at enhancing biometric or behavioural identification efficiency, such research having been criticised for not being ethical. This reproach is compounded by allegations of EU support for the implementation of surveillance technology in countries with poor human rights records, in the absence of any prior impact assessments.

In this context, a significant number of international organisations and institutions are calling for a ban on biometric surveillance, and particularly on facial recognition in publicly accessible places. They include the United Nations, the European Parliament, the European Data Protection Board (EDPB) and the European Data Protection Supervisor (EDPS), as well as more than 170 non-governmental organisations (NGOs).
SECTION 4
THE LEGISLATION REGULATING SURVEILLANCE

1) ECHR AND EUCFR REQUIREMENTS

Historical excesses have shown the inability of states to ensure the protection of human rights in the absence of counter-powers, certainly because one of the main inherent characteristics of states is to give precedence to order over freedom. As a result, the European Convention on Human Rights (ECHR) was signed on 4 November 1950 in order to establish objective obligations for states towards individuals in relation to the protection of human rights, as well as establish a control mechanism of the enforcement of these rights (human rights being called “fundamental rights”, where they are protected by a European or international legal instrument). Nowadays, the ECHR is in force in the 47 member states of the Council of Europe, which include all the member states of the European Union.

It is of utmost importance to emphasise that respect for the dynamics of fundamental rights protection established in the ECHR is the vital condition for maintaining liberal democracy, understood as a form of government in which “liberties are well protected and in which there exist autonomous spheres of civil society and private life, insulated from state control” (Larry Diamond). Indeed, the design of such dynamics has been based on the works of great thinkers, such as Beccaria and Tocqueville, who looked at history with lucidity and warned about the dangers of coming out of a system in which governments are prevented from prioritising security over freedom. As a result, the legal system is designed in such a way so as not to pit freedom against security.

The dynamics of fundamental rights protection established in the ECHR is fourfold.

Firstly, limitations of freedoms must be provided for by a clear law that ensures foreseeability.

Secondly, limitations of freedoms must have a legitimate aim.

Thirdly, limitations of freedoms must be efficient in the pursuit of a legitimate purpose, determined within the broader sphere of the above-mentioned legitimate aim. This purpose must be connected with a need, for society, which itself must be demonstrated.

Fourthly, limitations of freedoms must be reduced to the strict minimum to reach this purpose. This implies both the minimisation of impacts on fundamental rights and the setting up of guarantees and safeguards such as transparency, foreseeability, and independent control.

The principles of legitimate and determined purpose on the one hand and of efficiency on the other hand together form the principle of “necessity”. The principle of strict minimum, implying minimisation and the setting-up of guarantees against arbitrariness, forms the principle of “proportionality”. In the current study, we analyse the principle of legal basis under the principle of proportionality, because it is one of its components, as it ensures foreseeability and a kind of “constraining transparency” for the person who is restricting the fundamental rights of other persons. We further analyse the principle of legitimate purpose as an element of the requirement for necessity, since, in the same line, it is also fundamentally one of its components.

Compliance with all these requirements must be subject to the supervision of a parliament with effective decision-making powers and of independent judges who can adjudicate cases brought by concerned individuals. Getting away from this path, all the terms of which are of utmost importance, implies taking a road which inexorably leads to totalitarianism. Remaining deaf to this alert can only induce a denial of history, as recalled by many eminent specialists, constitutional courts, and supreme courts.

These principles apply to all the rights and freedoms that are at stake where surveillance technologies are in use, unless the ECHR or the European Court of Human Rights (ECtHR) provide for more restrictive conditions. These rights are the right to
private and family life, the right to the protection of personal data, the right to freedom of expression, the right to freedom of assembly and association, the right to freedom of opinion, the right to freedom of movement, the right to liberty, the right to non-discrimination, the right to education, the right to a fair trial, the right to dignity and to self-determination, and the right to resist oppression.

2) EUROPEAN UNION LEGISLATION

At the level of the European Union, the EU Charter of Fundamental rights (EUCFR) offers the same protection as the ECHR, in terms of meaning and scope, to the rights it protects and that are also enshrined in the ECHR. Personal data protection is further clarified in the EU General Data Protection Regulation (GDPR), which applies to all kinds of personal data processing operations, to the exclusion of strictly personal activities and of judicial processing activities. Data processing activities by courts and police departments are regulated by the so-called “Police-Justice” Directive. However, the latter and the GDPR do not apply to the activities of units dealing with national security. That being said, the ECHR requirements remain applicable to such units.

Besides the legal instruments organising the protection of personal data, the European Union issued a series of successive legal instruments which impose on states the collection of biometric identifiers for the purpose of migration control. Subsequently, the list of the objectives of this legislation has been further extended.

In addition, on 21 April 2021, the European Commission issued a proposition aiming to lay down harmonised rules on artificial intelligence (AI). The proposed “Artificial Intelligence Act” frames the placing on the market, the putting into service, and the use of AI systems in the Union. At the same time, it differentiates between uses of AI that create (i) an unacceptable risk, (ii) a high risk, and (iii) low or minimal risk. In particular, the proposed regulation considers that ‘real-time’ and ‘post’ (or ‘after recording’) remote biometric identification systems should be classified as high-risk and that, as a result, they should be subject to specific requirements on logging capabilities and human oversight. The proposed regulation further prohibits as a principle the use of ‘real-time’ remote biometric identification systems in publicly accessible spaces for the purpose of law enforcement. However, this prohibition can be bypassed by national law within certain limits and under the reserve that a series of safeguards is implemented. In addition, the prohibition does not apply to ‘post’ identification, neither to ‘real-time’ and ‘post’ remote biometric identification that would be operated by the private sector or by public authorities for national security purposes.

SECTION 5 IMPACTS OF THE USE OF MASS SURVEILLANCE TECHNOLOGIES ON HUMAN RIGHTS

1) THE SOURCES OF IMPACTS FOR HUMAN RIGHTS

The sources of impacts on human rights are actions, behaviours, or initiatives which limit the exercise of these rights. For example, the simple fact of collecting biometric identifiers limits the right to personal data protection. Impacts on human rights must comply with the requirements established in the ECHR, in the EUCFR, and in other potential EU and national legislation that enforce those texts in specific areas, such as the GDPR. These requirements differ, depending on the human right at stake. Some fundamental rights are deemed to be absolute and do not suffer any limitation. One example is the case of the freedom to hold a belief. Some other fundamental rights are deemed conditional and can be limited subject to strict conditions, for example the case of the right to physical liberty. A final group of fundamental rights can be restricted following the general requirements for necessity and proportionality.
Impacts on fundamental rights that comply with the above-mentioned rules are deemed legitimate and, based on the ECHR, lawful. Impacts on fundamental rights that do not comply with these rules are deemed arbitrary, and they constitute a violation of the fundamental right that they restrict. They constitute a violation as such, even though the person whose rights are limited does not suffer, spiritually or physically, from this limitation. Indeed, these requirements not only protect individuals, but also democratic rules and the rule of law, by establishing that everyone respect the rights of others.

Illegal impacts are the ones that must be identified and prevented. The identification of such impacts takes place in two stages. The first stage consists of checking that known practices and legislation comply with the principles of limitation of fundamental rights. In the current study, we limit this analysis to compliance with the requirements for necessity and proportionality because they apply to the right to respect for private life, which is the primary fundamental right to be limited by the use of biometric technology. The right to respect for private life, in turn, offers protection of dignity, self-determination, and of a series of other rights such as the freedom of expression and the right to not be subjected to discrimination. The second stage consists of analysing risk to rights and freedoms, in order to ensure that all potential impacts, even indirect, have been identified.

2) ASSESSMENT OF THE COMPLIANCE OF THE USE OF MASS SURVEILLANCE TECHNOLOGIES WITH THE REQUIREMENT FOR NECESSITY AND PROPORTIONALITY

This assessment targets three pieces of primary or subordinate legislation, beyond biometric recognition practices: Regulation (EU) 2019/1157 which establishes the mandatory creation of biometric identity cards; the French Decree n° 2016-1460 which establishes a national database of biometric identifiers; and the proposed Artificial Intelligence Act of 21 April 2021. These three pieces of legislation failed the test of necessity and of proportionality.

Firstly, law and practices suffer from a lack of specification of purposes. In particular, the purposes that are put forward in legislation are far too broad and therefore do not respect the requirements for a determined, specific, and ‘pressing’ purpose. In addition, several practices of diversion of purpose lead either to the extension of the scope of application of laws once they have been adopted, or to authorise the use, in any kind of penal proceedings, of evidence whose usage should be restricted to the defence of crucial purposes, such as the fight against terrorism.

Secondly, the EU and member states failed to demonstrate the efficiency of the legal texts and practices under scrutiny, despite many requests to that effect. In particular, public authorities have thus far not demonstrated the extent to which the measures they propose are likely to assist in the fight against terrorism, crime and fraud.

Thirdly, laws and practices under scrutiny are disproportionate. Proportionality is difficult to assess where the purposes, efficiency, and added value of legislative provisions and practices are unknown. However, even without this information, it seems very tough to sustain that the proposed personal data processing operations do not go “further than needed to fulfil the legitimate aim being pursued”, to quote the Article 29 Data Protection Working Party. In particular, before these legislations, the management of national identity cards, the possibility to cross borders, and the fight against terrorism were all already effective. Conversely, the measures at stake concern the entire population, before any prohibited action has been attempted, based on the processing of personal data that is among the most sensitive type, along with DNA.

Fourthly, law and practices under scrutiny suffer from a lack of sufficient safeguards against arbitrariness.

The legal basis establishing restrictions of freedoms must comply with relevant national and international legislation. However, the EU legislations under scrutiny here are based on provisions of the Treaty on the Functioning of the European Union (TFEU) that actually cover neither the provisions imposing biometric identifiers in identity cards, nor the possibility to authorise member states to use facial recognition technologies in public areas.

In addition, adopting a law in compliance with democratic rules implies, in principle, that such
law is discussed and adopted by a parliament with effective decision-making power. However, in some countries, the powers of parliament are undermined by several mechanisms which are often related to separation of powers. In addition, provisions that impact human rights for law enforcement or security purposes often disregard previous contrary opinions from parliamentary members and legitimate authorities such as data protection authorities and supreme courts, both at national levels and at the EU level. This is a worrying situation, because it means that governments and European institutions do not respect the counter-powers that have been established to ensure the proper democratic functioning of political systems. Worse, this means that parliaments often do accept to legislate according to the will of the government.

Parliamentary opposition, and more widely citizens’ opposition, is further weakened by the form of communication which has been employed by public authorities for at least two decades. This communication promotes security at the top of freedoms, uses highly questionable assertions that stigmatise persons who oppose governmental views, and uses a vocabulary that presents interferences with rights as measures protective of these very rights.

These considerations are of utmost importance because democratic guarantees against arbitrariness can only be established by laws that are adopted with respect to democratic rules. Where the latter rules are disregarded, legal provisions adopted in that context cannot be assumed to be proportionate.

3) RISKS ON HUMAN RIGHTS

Risks for the right to private life firstly consist in a disproportionate loss of opacity for the individual. Indeed, a general and indiscriminate retention of biometric identifiers, as well as indiscriminate surveillance of publicly accessible places, before any offence has been committed, is, as such, a violation of the right to private life. The ECtHR stated many times that there must be a link between the conduct of the persons whose data is collected and the objective pursued by the legislation that provides for the collection of such data, in order for surveillance to be authorised. No argument can be put forward against this rule in a political democracy governed by the rule of law. Internal security is not a sufficient justification, as stated by the ECtHR.

Risks for the right to private life include unjustified loss of personal development and of personal autonomy. Indeed, individuals who feel they are being monitored may have a tendency to censor themselves, and therefore modify their behaviour or avoid meeting someone in a publicly accessible place. It is important to recall that this impact exists independently from the fact that the individuals concerned suffer, physically or psychologically, from it.

Risks for the right to private life also include a genuine, current, and serious threat to self-determination and to dignity, while both these rights suffer no limitation in a democracy governed by the rule of law. Data collected through visual and acoustical surveillance, as well as biometric characteristics that are used to identify or categorise people, relates to the human body and the human mind. Consequently, such data may inter alia disclose an important amount of information which is very intimate and which may further be biased. These categories of data particularly carry the risk, where processed, of amounting to “a ‘datafication’ of humans” (Christiane Wendehorst and Yannic Duller), which creates several possible impacts. A first impact is the risk of being treated with a lesser level of respect, compared to situations where decisions are made outside any personal data processing. Another possible impact, for the person concerned, is the risk of being subjected to an illegitimate decision, without any possibility of escape.

The main risk for the right to freedom of expression and the right to freedom of assembly is self-censorship, as shown by several specialists and legitimate authorities including the EDPB, the Council of Europe, and the German Supreme Court. It is worth recalling that freedom of expression is an “essential foundation” of democracy and the rule of law and “one of the basic conditions for its progress”, according to the ECtHR, and states have a positive obligation to ensure its effectiveness. This implies giving citizens the confidence that they can express themselves without fear, and therefore to not monitor them where not duly justified, necessary, and framed. This also implies, for public authorities, the obligation to not communicate in a way that stigmatises persons with opposing views.

The risks against the absolute right to hold a belief is simply not acceptable. Technology that identifies or infers emotions or thoughts of natural persons manipulates these persons or induces their self-monitoring. Such impact contradicts the
right to hold a belief, which is an absolute right. Consequently, these technologies cannot be used without informed consent of the people concerned, including in the pursuit of internal security or for purposes of crime repression.

Risks linked to errors and to the theft of biometric identifiers are numerous.

Technical errors are common. Technology can be liable to falsely recognise or authenticate a person (in this latter case, it is called “false match”), or to not recognise or authenticate a person where it should (a “false non-match”). A striking example of errors due to a false match is provided by an independent report, which concludes that the facial recognition system used by the London Metropolitan Police is “verifiably accurate in just 19% of cases”, which means that “81% of ‘suspects’ flagged by [the] technology [are] innocent”.

Human-based errors and weaknesses are also common. The construction of the categories used to detect, evaluate, or classify persons is human-based and subjective, and errors may arise. The way in which technology is implemented may itself lead to unwanted impacts, such as the reinforcement of stereotypes. It might also be argued that the choice of biometry and video-surveillance to fulfil a purpose of security is, in itself, a human-based course error. Indeed, biometric identification does not bring any security. It only enables, eventually, the identification of persons already suspected of preparing an offence. It might be the reason why biometric research focuses on prediction. However, in a democratic society governed by the rule of law, the restriction of a freedom based on a prediction of behaviour is not admissible. It constitutes, per se, a violation of the right to hold a belief, of the freedom of self-determination, and of the freedom of free will. In the end, it constitutes a violation of human dignity. This principle also applies to the industry.

Risks of theft of biometric identifiers are also high. Biometric data may be vulnerable to risks at four levels. At the individual level, the theft of fingerprints or of facial characteristics is quite easy, and this is increasingly documented. Biometric identifiers can also be intercepted when they are captured, transmitted, or compared with the main database. In standard authentication systems, if basic rules of security are implemented, the impact of a theft at these last three levels is generally quite reduced. Whereas conversely, the theft of a biometric identifier can be highly impactful. Indeed, this identifier is reusable, by design, on every other biometric-based system, in the pursuit of numerous purposes, without the person concerned necessarily being aware of such wrongful use.

Risks of errors and theft induce a practical reversal of the burden of proof. Technology-based and human-based errors are particularly worrying in relation to biometric identifiers because these identifiers are presented as highly reliable. The victim of a misidentification may therefore have, in practice, to demonstrate the mistake. However, under the ECHR legal system, the burden of demonstrating the necessity and proportionality of a restriction of freedom is borne by the party responsible for imposing the restriction. The reversal of the burden of proof violates the ECHR.

Risks of errors and theft impact the right to a fair trial and the right to human dignity. Firstly, the monitoring of publicly accessible places negates the presumption of innocence, since it leads to stigmatising, by default, any individual as a suspect. Yves Poulet also observes that such a negative representation of the human being may ultimately induce behaviours that will then justify the surveillance practices. This would directly hurt human self-determination and human dignity. In addition, the use of this technology negates the principle that offences and penalties must be defined by law, because the factors being monitored are generally not known. Finally, the use of biometric identifiers has impacts on dignity because it induces the possibility that a large number of persons will access these identifiers, thus depriving the individual of the possibility to choose by whom and why their identifiers can be used. This takes place in a context where any single undue access might have terrible consequences, because the identifier cannot be revoked, and where the mismanagement of existing public national and European biometric databases has been proven.

The use of biometric identifiers for purposes of security, and more precisely to fight terrorism and manage borders, also impacts the very credibility of the fight against terrorism. Indeed, it results in the discrimination of persons based on their nature, character, appearance, social origin, or ethnicity. There is an explicit contradiction in combatting terrorism in the name of values that include the right to non-discrimination, using discrimination based on ethnic and social characteristics. François
SUREAU further highlights that the disproportionate restriction of freedoms in the name of combating terrorism offers terrorists “a victory without a struggle, because it shows how weak our principles were”. These contradictions undermine the credibility of the fight against terrorism in the name of European values.

The use of biometric mass surveillance technology ultimately induces a risk for democracy itself. Primarily, it induces a possibility of abuse that was never reached in history. This threatens the rights to self-determination and to human dignity, which suffer no limitation in a democracy governed by the rule of law, since they already constitute the core of fundamental rights that must be respected under any circumstances. Notwithstanding those circumstances, the European Union and several member states turn a blind eye and a deaf ear to the legal analyses, opinions from data protection authorities, and court decisions that highlight the unacceptability of practices. This might constitute a clear signal of an unacceptable “paternalistic ‘best interests’ decision-making” attitude to quote the ECtHR, which would itself be unacceptable.

One of the most obvious impacts this situation generates is the risk of disappearance of the right to resist oppression. This was notably highlighted by one hundred and twenty members of the French Parliament in 2012, in relation to the creation of a central biometric database, referred to as “the file of honest people”. In essence, such disappearance would mean that liberal democracy itself has already disappeared. It would mean that the core of fundamental rights has itself disappeared – based on the denial of the democratic constitutive elements that are the requirements for necessity and proportionality of any limitation of right.

SECTION 6
RECOMMENDATIONS

The current analysis leads to four recommendations that seem basically undisputable if the European Union and its member states intend to stay on a democratic path. They can be summarised as follows.

1) CONVENE A GENERAL FORUM ON DEMOCRACY, HUMAN RIGHTS, AND THE RULE OF LAW

Proper protection of human rights implies that assessments of necessity and proportionality on one hand, and risk assessments on the other, are properly conducted. This also implies that the law passed to base practices complies with the requirements of legitimate and clear legal basis. This can only be ensured in states where democratic checks and balances are effective. Currently, it seems not to be the case, both at the level of the institutions of the European Union and at the level of some EU member states.

Consequently, it appears crucial to conduct an effective assessment of the proper democratic functioning of the European institutions and of the EU member states, and to ensure that the latter undertake the reforms necessary to restore effective checks and balances and comply with the rule of law. In particular, parliaments must have an effective law-making power and must not be circumvented. Courts must be independent and their rulings must be enforced. Data protection authorities must have effective supervisory and decision-making powers and their opinions must be enforced as well. All these authorities and institutions must be adequately equipped and resourced to carry out their missions.

2) RESTORE THE CONDITIONS FOR DEMOCRATIC DEBATE

In a political democracy, states must ensure that the best contextual parameters are set up to enable public debate. They must also ensure that contradictory opinions are considered. Public authorities and political representatives bear special responsibility for ensuring that they act according to citizens’ choices, particularly where voices are speaking out about a risk for absolute fundamental rights.
Restoring the conditions for democratic debate also implies avoiding any misrepresentations of reality, including in relation to the actual content of the legal provisions that underpin human rights preservation. Manipulation of opinion polling must be prohibited, and the form of public communication itself should stigmatise neither minorities nor the authorities and persons who question the legitimacy of proposals from the government. Codes of conducts for political and public representatives might be envisioned to promote such “ethics of communication” (Venice Commission).

3) IMPLEMENT HUMAN RIGHTS EDUCATION IN SOCIETY AND IN THE POLITICAL SPHERE, AT NATIONAL AND EUROPEAN UNION LEVELS

Democracy requires citizens to understand what legislation and practices really imply. This notably requires providing citizens with the skills and critical attitude that enable them to face and understand the information they receive. This right to education is of particular importance and has been especially highlighted by the Council of Europe Committee of Ministers as well as by the European Parliament.

A culture of human rights must also be fostered amongst political and public representatives, at national levels and the level of the European Union. In a democratic society governed by the rule of law, it is not acceptable that these representatives make statements and take actions that directly contradict the letter and philosophy of the texts that preserve human rights. These practices and statements demonstrate a lack of a culture of democracy and human rights.

The understanding of the letter and philosophy of preservation of human rights should also pervade Privacy and Data Protection Impact Assessments (respectively PIA and DPIA), which currently often reduce the necessity and proportionality assessment to a check of compliance with the GDPR or the Police-Justice Directive.

4) DECLARE AN IMMEDIATE MORATORIUM ON TECHNOLOGY AND PRACTICES THAT IMPACT THE RIGHT TO HOLD A BELIEF, THE RIGHT TO SELF-DETERMINATION, THE RIGHT TO HUMAN DIGNITY, AND THE RIGHT TO RESIST OPPRESSION

Several usages of biometric identifiers constitute a violation, or induce intolerable risks against a series of absolute rights such as the right to hold a belief, the right to self-determination, the right to human dignity, and the right to resist oppression. This situation leads to a risk for liberal democracy as a political regime. Consequently, it is crucial to ban these practices, during the time required to build the underlying conditions for their democratic assessment, to conduct this assessment and to submit its results for proper public debate.

Most dangerous data processing methods could be discriminated from other methods based on the three following criteria: (1) the proximity of the data storage to the person concerned; (2) the existing possibilities to reuse the biometric identifier for other purposes; and (3) the accuracy of biometric identifiers.

Technologies and practices that must be banned as a first step include:

(1) The collection and processing, by states and by the institutions of the European Union, of biometric identifiers relating to all citizens on the one hand and to all migrants on the other hand, without further necessary and proportionate discrimination based on justified real and crucial needs.

(2) The collection and processing, by private entities, of biometric identifiers without the freely given, specific, explicit, and informed consent of the people involved. This covers the collection of photographs and other biometric identifiers that are publicly available or available on the Internet.

(3) Facial recognition in publicly accessible places.

(4) Biometric and behavioural recognition and classification without the freely given, specific, explicit and informed consent of the people concerned. In addition, these technologies must not lead to taking decisions against the persons involved
or any other human being without a consent of a similar nature from the people concerned or involved.

In any and all situations, authorised technologies and services should be subject to a proper privacy impact assessment, and the person responsible for them should be able to demonstrate that findings of this assessment, in terms of corrective measures and guarantees, were implemented and will be regularly subject to independent supervision.

SECTION 8

CONCLUSION

For nearly twenty years, biometry has been shown as the unquestionable way to ensure people's security, both in the public and in the private spheres. On this basis alone, European countries are implementing increasingly intrusive technology, without ever having been able to demonstrate its efficiency and added-value, despite continuous requests for evidence.

Conversely, an analysis of the issues at stake demonstrates important risks of fraud as well as technical and human-based errors, which are further illustrated by practical examples. These observations take place in a context where the mismanagement of existing public national and European databases has been proven. In addition, a rigorous legal study articulates intolerable risks to rights and freedoms that are the foundations of any political democracy caring about respecting its members. In particular, it is demonstrated that a simple biometric identifier theft or a diversion of processing purpose may have very serious impacts on individuals, in addition to affecting their dignity based on a non-consensual processing of some of their more intimate data.

The actual reasons for this Kafkaesque situation are unclear. The biometric industry's lobby undoubtedly comes into play, and it is certainly compounded by the temptation, inherent to any state, to ensure internal order. Either way, this situation is made possible by the weakening of democratic checks and balances and a distortion of public communication, which seeks acceptability to the detriment of justification. This may be observed both in the European Union member states and within the institutions of the European Union. In other words, this situation is the result of the practical abandonment of the principles that all member states pledged to respect after the Second World War within the Council of Europe to prevent any reoccurrence of a totalitarian regime.

The member states of the European Union now find themselves confronted with a crucial political choice. The choice to rediscover the principles and values of the rule of law and the respect of human rights, or the choice to stray from this path and go down the road to totalitarianism. Such a statement is not exaggerated, it is result oriented. It will be understood by anyone who looks at history and is conscious of the relevance and the value of the principles transmitted to us by the writers of the European Convention on Human Rights. It will be understood by anyone reading the calls to prohibit biometric technology from almost all democratic residual checks and balances: the United Nations, the European Parliament, Data Protection Authorities, and the NGOs that work on a daily basis to preserve Human Rights.

The later this decision is made, the more difficult it will be to implement, when all the technological means are in place.

To borrow the words¹ pronounced over 20 years ago by the current President of the Council of the Bars and Law Societies of the European Union (CCBE), the question put to states and to the institutions of the European Union is whether they are capable of demonstrating their “democratic maturity”. More specifically, the question is to know whether they “acknowledge the primacy of the Human being” or if they are demanding “its submission”. The answer to this question, in relation to the arguments to be opposed to terrorism, will undoubtedly be decisive.

Footnotes

¹ Michel Bénichou, « Le résistible déclin du secret », LPA, 20 juin 2001, no122, p. 3 s.
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INTRODUCTION
2.1 CONTEXT OF THE STUDY

In 1516, Thomas More described in his book “Utopia”, a world marked by discipline and strong social control. In this world, the monitoring of individuals extended to most aspects of their private and public lives. “Utopia” was interpreted differently depending on the period and philosophical sensitivities of readers, but it is considered one of the first publications that raised the question of the totalitarian nature of states that monitor and regulate activities of citizens in such a way that this monitoring prevents any serious opposition, resulting in the inability for individuals to enjoy their freedoms and express their free will. From the 16th century to the 21st century, several other literary authors and political philosophers such as Alexis de Tocqueville described or criticised similar social organisations in their respective publications.

This literature has developed alongside growing awareness amongst the European population of the link between social control and limitation of freedoms, which is partly reflected in the analyses of historians who studied the “rationalisation of administrative surveillance”. John Torpey, especially, studied the “administrative efforts to control the movement of persons in modern territorial states and across borders” using identification documents. He analysed first the 1789 French revolution, during which a temporary administrator of the city of Paris, named Peuchet, declared the obligation made to citizens to hold passports in some contexts “contrary to all principles of justice and of reason”, because this practice was depriving individuals of their right “to breathe the air [they choose] without having to ask permission to a master who can refuse [them] that right”. Peuchet considered that the French state was operating “surveillance as extensive as it is dangerous”, evoking a “slavery of passports”. At the same time, the former regime’s practice of “systematic registration” of certain categories of individuals, with the aim of monitoring them, was also criticised for being “summary, secret and free from traditional court proceedings”.

During the 18th and the 19th centuries, the issue of surveillance became the subject of further publications of a philosophical and sociological nature. In particular, the lawyer and philosopher Jeremy Bentham, in his book “The Panopticon Writings”, imagined in 1787 an “ideal prison” whose architecture would enable a watchperson to monitor everyone without being seen. Since “The Panopticon Writings” was analysed by the philosopher Michel Foucault in his own book “Discipline and Punish”, published in 1975, Jeremy Bentham is considered the “inventor of a perfect process for surveillance” called “Panopticon”, and his book is considered as one of the founding texts of the debate on surveillance.

At the same time, Albrecht Funk observed that “beyond the high ground of liberal demands for free movement, the state administration and the police in France, Germany, as well as in Britain, relied on a multitude of laws and regulations, permits and identity papers which aimed at the surveillance and control of the movements of certain segments of the population (servants, workers, artisans, gypsies, the Sachseng nger in Prussia”, slaves or workers employed in the British North-American colonies. In France, these controls were partly based on the written “description” of persons under surveillance. The development of photography led police services to progressively use it in addition to these “descriptions”, in order to identify those suspected of being involved in criminal activity, and then to identify those considered to be mentally incapacitated and political opponents.

By the end of the 19th century, French public opinion considered that such collection of photographs was “an intolerable threat to individual freedoms which should not be imposed on honest people”, echoing the criticism expressed towards passports during the previous century. Indeed, all these criticisms appear to express a similar fear: the actual denial of one or more freedoms based on the use of identification documents, or, in other words, the possibility for public authorities to choose, potentially arbitrarily depending on contextual political choices, the individuals considered as belonging to the category of “honest people” and those considered as not belonging to that category and who may, as a consequence, suffer some restrictions to their freedom on the sole ground of such categorisation.
The main concern appears therefore to be that, in a context of generalised surveillance, citizens feel unable to anticipate the purposes for which identification techniques might be used against them, and thus find themselves unable to regulate their conduct accordingly in order to be classified as “honest people”. In addition, they might very well also be obliged, to this end, to modify personal conducts they otherwise deem legitimate.

These same concerns had led several sociologists and philosophers, during the 18th and the 19th centuries, to propose the guiding principles of a new judicial system. In particular, Cesare Beccaria proposed in 1765 several principles which later inspired international legal instruments currently protecting human rights. According to Beccaria, clear laws should precisely define offences and penalties, penalties should be proportionate to the offence, and the purposes of limitations of freedoms should actually be useful and not based on “a danger imagined or of minor importance”.

At the end of the 19th century, the strong reservations from civil society about photographs, combined with the relative efficiency of photograph to accurately identify people, slowed down the proposal to establish identity cards. At the same time, the French police officer and biometrics researcher Alphonse Bertillon developed an anthropometrical identification technique, drawing from previous works on the physical classification of individuals in France and in Belgium, led in the latter country by the mathematician Adolphe Quetelet. Bertillon’s technique was based on distinctive signs and fingerprints as well as photographs. It is considered to be a predecessor to the current systems of biometric identification, together with some substantial modifications contributed by the English scientist Francis Galton, who proposed a mechanical ranking method based on measurements of the human body, and other anthropological research focussing on different parts of the human body, especially “the field of view or the iris colour”.

These techniques were used in judicial matters in several countries across Europe and beyond, such as in Argentina, where an anthropometric department was inaugurated in Buenos Aires in 1889. These identification techniques were also used in colonial empires against a backdrop of protests, especially from “colonised people in Indochina [who] denounced an oppressive disciplinary practice on multiple occasions”. These techniques were further improved based on works on ranking and transmission methods, especially of a digital nature.

From the late 19th century to the First World War, the sociologist and historian John Torpey reports that there was a recrudescence of “various kinds of identification documents that sharpened the line between national and aliens” in Italy, France and Germany, in addition to the United States. From the First World War on, “documentation surveillance” was intensified and, in some countries, was extended to nationals or to some categories of nationals. For example, identity documents became mandatory for foreigners in France and for all residents in Germany and in Italy. In several countries, most of these measures remained in effect in the inter-war years and were further intensified before or during the Second World War. Identity cards became mandatory in 1940 in France, while Germany was already practicing “surveillance and classification in order to privilege ‘Aryans’ and to eliminate” minorities that were regarded as undesirable such as Jews, homosexuals, and Gypsies as well as “groups outside German borders that were deemed inferior in the racial hierarchy, such as Slovs”. This sorting process was facilitated by the use of “IBM Hollerith punch-card machines”, which were also in use in France in order to puncture identity documents of Jews and identify them easily. Similar surveillance and systematic identification practices were in use a little later in South Africa under the Apartheid regime (1948-1993) where “personal history and movements of every African worker” was linked to “fingerprint-based ID cards”.

Identity cards survived the war in France, Italy, and Germany. They were abolished in 1952 in the United Kingdom, after a court ruled that they could, during peacetime, “antagonise the relationship between the citizenry and the police”. Indeed, the establishment of mandatory identity cards questions “the very foundations of the relationship between the individual and the state” and, in relation to France, the fact that such obligation occurred in a context of “almost total deprivation of liberty”, after unsuccessful attempts to enforce it during peacetime, and was not abolished after the war, may reveal a political will to establish control over citizens, against the will of the majority of them. This conclusion, partly drawn by the specialised journalist Olivier Tesquet, concurs with the analysis of Christopher Dandeker, professor of Military Sociology. According to David
Lyon, Christopher Dandeker considers that “the state’s supervisory powers over society extended in order to facilitate military objectives, something that became even more clear as ‘welfare states’ were created after World War II”\(^5\). Under this approach, “the military-surveillance connection will persist” as long as “the existence of bureaucratised and technologized military power is seen as a mean of maintaining peace”.\(^4\)

In 1950, in order to prevent a return to totalitarianism, the representatives of the Council of Europe member states signed the European Convention on Human Rights (ECCHR), which established a series of fundamental rights derived from the United Nations’ 1948 Universal Declaration of Human Rights\(^50\) and from the rules expressed by Beccaria (which are based more generally most international texts establishing fundamental rights\(^51\)). As a result, the ECHR requires at the minimum that any interference with a fundamental right: be provided for by law; have a determined and legitimate purpose (which must correspond to a demonstrated need); and be both efficient and reduced to that which is strictly necessary to reach this purpose (principles of necessity and proportionality)\(^52\).

From 1970 onward, the ongoing digitisation of data collected about citizens led to the adoption of more specific legislation on the use of personal data, in several countries. The first data protection law was adopted in the German State Hessen in 1970 (Datenschutzgesetzgebung)\(^53\). Other similar laws were adopted across Europe, including in Sweden in 1973\(^54\), in Germany as a federal State in 1977, in France, Austria and Denmark in 1978, and in the United Kingdom in 1981. The Council of Europe opened to signature Convention 108 for the protection of individuals with regard to the processing of personal data (amended in 2018)\(^57\). In 1995, the European Union adopted Directive 95/46/EC, aiming at protecting “the fundamental rights and freedoms of natural persons, and in particular their right to privacy with respect to the processing of personal data”\(^58\). This Directive was repealed and replaced in 2018 by the General Data Protection Regulation - GDPR\(^59\).

At the same time, during the 1990s, structured studies emerged for the purpose of providing a theoretical framework and methodologies enabling the rigorous analysis of surveillance.\(^60\) Under the impulse provided by the authors of these studies, primarily by sociologist David Lyon and the researcher Gary T. Marx, the analysis of surveillance became an interdisciplinary research field called “surveillance studies”, which, however, represents only one part of theories of surveillance and of the latter’s implications.\(^61\)

From 1985 on, genetic fingerprinting also emerged from new findings on DNA, and police departments started using genetics, followed by facial recognition.\(^62\) These techniques were further exported from the field of criminal justice to different social uses.\(^63\) Over the last twenty years, there has been an exponential increase in the development of digital applications and associated personal data collection by diverse stakeholders for a wide variety of purposes. In this context, the concerns of civil society have also continued to grow, with a particular emphasis on security considerations.\(^64\) In recent years, the increased use of biometric and behavioural identification around the world\(^65\), as well as the strengthening of the investigatory and surveillance powers of law enforcement agencies and intelligence services\(^66\), have been justified as tools to ensure security, fight terrorism, and combat the Covid-19 global health pandemic\(^67\). In that respect, two legal authors observe that biometry “can be regarded as a new significant step in the process of streamlining and improving identification procedures and instruments.”\(^68\)

Nowadays, civil society and politicians alike are calling for an end to this culture of identification and control\(^69\), which is widely considered a threat to democracy and the rule of law.\(^70\) These fears are often combined with a general mistrust of public representatives, who intensify the implementation of surveillance measures despite the widespread opposition from citizens, and without any engagement in serious debate\(^71\). On the other hand, public representatives and institutions appear to cultivate the opacity of data processing practices\(^72\) and to justify surveillance using false arguments or reasoning.\(^73\)

In this context, it is essential to frame the terms of debate in the most objective manner in order to identify whether human rights and the rule of law are under threat from the use of mass surveillance technologies. If this is the case, we must explore to what extent and by which types of technology. Within the framework of this analysis, there is also a need to understand the very meaning of the concepts of ‘human rights’ and ‘the rule of law’.
2.2 PURPOSE AND STRUCTURE OF THE STUDY

The purpose of the current study is to identify the impacts of the use of biometric and behavioural mass surveillance technologies in Europe on human rights and the rule of law, with a focus on the practices of public authorities.

To this end, this study includes a brief overview of the current state of play in the use of such technologies in Europe, as well as an outline of the different kinds of technology in use. The study also includes a summary of the legal framework that regulates the use of such technologies, in addition to an analysis of the ways in which these technologies impact on human rights and on the rule of law. This was carried out through a fundamental rights impact assessment. Three country examples are offered at the end of the report: France, the United Kingdom, and Romania.

2.3 SCOPE AND DEFINITIONS

The concepts of “fundamental rights” or “fundamental freedoms” is understood as referring to rights and freedoms that belong to individuals (natural persons) and legal entities, and that are protected against both the executive and the legislative powers, based not only on national law but also on the Constitution or on international legal instruments, and that are enforced not only by national judges but also by constitutional and even international judges. This concept of fundamental rights and freedoms is more recent than the concept of “civil liberties”, which refers to rights and liberties that are ensured, at a national level, against the executive power, generally in the Constitution. Fundamental rights and civil liberties may both be seen as “a form of legal consecration of Human Rights”. Indeed, the concept of Human rights refers to rights that are “inherent in the Human Being” in the sense that they are “considered to naturally belong to each Human Being.”

The concepts of “human rights” and of “fundamental rights” or “fundamental freedoms” will be treated as synonymous within the framework of the current study, unless stated otherwise, because the human rights under scrutiny are also fundamental rights and freedoms established in the Convention for the Protection of Human Rights and Fundamental Freedoms (ECHR) and in the European Union Charter of Fundamental Rights (EUCFR).

The concept of the “rule of law” can be defined as a system where “all persons and authorities within the state, whether public or private, should be bound by and entitled to the benefit of laws publicly made, taking effect (generally) in the future and publicly administered in the courts.” The Venice Commission of the Council of Europe considers that the necessary elements of the rule of law are (1) Legality, including a transparent, accountable and democratic process for enacting law;
(2) Legal certainty; (3) Prohibition of arbitrariness; (4) Access to justice before independent and impartial courts, including judicial review of administrative acts; (5) Respect for human rights; and (6) Non-discrimination and equality before the law.79 The Venice commission also published a “rule of law checklist” that is intended “to provide a tool for assessing the Rule of Law in a given country from the view point of its constitutional and legal structures, the legislation in force and the existing case-law. The checklist aims at enabling an objective, thorough, transparent and equal assessment”.80 Indeed, the Commission “warned against the risks of a purely formalistic concept of the Rule of Law” and “stressed that individual human rights are affected not only by the authorities of the State, but also by hybrid (State-private) actors and private entities which perform tasks that were formerly the domain of State authorities, or include unilateral decisions affecting a great number of people, as well as by international and supranational organisations”. As a result, the Commission “recommended that the Rule of Law principles be applied in these areas as well”.81

Online surveillance technologies are outside the scope of the current study, as well as surveillance practices that do not fall within the definition of biometric mass surveillance, insofar as these surveillance activities are not linked or do not amplify the impact of member states’ offline surveillance activities.

The notion of “mass surveillance technologies” is understood as technologies, which, depending on the way they are used, may enable mass surveillance. A common characteristic of such technologies is to enable mass surveillance in certain contexts, even though they are not implemented in that particular purpose.

The notion of “surveillance” is understood as “watching over” or “all the acts by which an ongoing check is exercised”. The notion of “watching over” is understood as “watching with particular attention”, so as to exercise a control or a verification in a variety of possible purposes such as “influence, management, protection or direction”.

In the context of the use of electronic and computing technologies, taking into account the definition of electronic surveillance, the notion of “surveillance” applied to individuals refers to the attentive watch or recording of data relating to a person’s activity or behaviour, or relating to specific activities or behaviour of the person, so as to enable control or verification, even at a later stage after the recording itself.

The notion of “mass surveillance” is understood as the application of surveillance activities to an entire group of persons. This is clarified as persons in that group who are connected through a criterion that is not the one that motivates surveillance. In this way, any member of that group could be identified, even though such identification would need to resort to additional technologies or techniques. In this context, the notion of “identification” includes the possibility to give a “recognisable identity” to an individual, and the ability to identify or recognise this individual through their movements, acts, relationships, preferences, habits, behaviours, and mobility. The notion of biometric surveillance is understood as a surveillance that relies on the processing of biometric identifiers, which is data related to physical or physiological aspects of the human body, including non-exhaustively retina or iris scan, voiceprint, scan of hand, face geometry, DNA, finger and palm print. Biometric surveillance may have different purposes, ranging from identification to detection through to categorisation.

The notion of behavioural surveillance is understood as surveillance that relies on the processing of characteristics or “conditions of a [...] behavioural, psychological or emotional nature”, including non-exhaustively “keystroke or mouse dynamics, gesture dynamics, signature dynamics, [...] voice and gait feature”, body signals and machine usage and interaction. Behavioural techniques are considered to be biometric techniques of a “weaker” or “softer” kind and are sometimes referred to as “behaviometrics”. Some new techniques further enable “the capture of entirely new types of bio-signals, such as heart beats and brain waves via EEG or ECG, and the development of brain-computing-interfaces (BCI) which measure neuro activity and translate brain activity into machine-readable input”. To some extent, these technologies can enable the detection of thoughts or intent.
SUMMARY OF DEFINITIONS

The concept of human rights refers in the current study to rights that are inherent to human beings, and which have been established as fundamental rights and freedoms by international legal instruments. As a result, they are protected against both the executive and legislative powers, and they are enforceable by national and international judges.

The notion of surveillance corresponds, as a minimum, to the ability to control, at a given time or at any time (depending on whether surveillance is direct or consists of a data recording), what those who implement it or access it want to detect, for a variety of potential purposes (whether the purpose is or not defined at the time surveillance is ongoing), through attentive watch or recording. Surveillance is deemed “mass surveillance” where it concerns a vast number of persons who are connected through a criterion that is not the one that motivates surveillance (e.g. nationality, presence in a given place, health status...). This surveillance may enable the identification of one or several members of this group or to the application of a decision to one or several person, within this group, by technology. “Mass surveillance technologies” are technologies that enable mass surveillance, by themselves or through combination of several technologies and techniques. Finally, surveillance is biometric where it includes the use of biometric identifiers, including behavioural and psychological characteristics, in order to detect, classify or identify individuals. Surveillance is deemed to be behavioural where it is based on behavioural, psychological, or emotional signals. Biometric or specifically behavioural criteria may be used at any stage of the application of the surveillance technologies.

Biometric and behavioural mass surveillance technologies include non-exhaustively the establishment of databases of directly or indirectly nominative biometric or behavioural information as well as video, audio and other behaviour detection technologies that enable the identification or detection of individuals based on biometric or behavioural criteria. Audio and video surveillance will be included in the study where they are not used in association with behavioural or biometric criteria but are likely to enable the application of biometric and behavioural recognition techniques in a second phase. Other surveillance techniques and databases will also be included insofar they might feed a biometric mass surveillance system.

2.4 METHODOLOGY

The current report is primarily based on desk research and on remote interviews of specialists who are mentioned in related footnotes.

The assessment of the impacts of the use of biometric and behavioural mass surveillance technologies on fundamental rights is proposed under section 5 of the current report. This was carried out through a state-of-the-art Privacy Impact Assessment (PIA)\textsuperscript{97}. A PIA, like a Data Protection Impact Assessment (DPIA), consists of assessing the impact of an initiative or a technology on a series of fundamental rights and freedoms.\textsuperscript{98}

The retained PIA method\textsuperscript{99} was applied to findings mentioned in the other sections of the current report in relation to the context of biometric mass surveillance (sections 3, 4.2, 4.3 and 7 of the current study) and in relation to the fundamental rights that are at stake (subsection 4.1.2 of the current study). This has been done taking into account the description of technology.\textsuperscript{100} We assessed the impacts on fundamental rights in two stages. Firstly, we assessed the compliance of laws and practices with the conditions under which fundamental rights can be limited. These conditions are described in subsection 4.1 of the current study. Indeed, a failure to respect these conditions (i.e. necessity and proportionality requirements) already constitutes an impact per se on the fundamental rights at stake, because it basically constitutes a violation of these rights. In a second phase, we focussed on the identification and assessment of the impacts that laws and practices might indirectly cause to the fundamental rights at stake\textsuperscript{101} – such impacts being likely to go undetected during a necessity and proportionality analysis.


6. Alexis de Tocqueville, *Democracy in America*, translated by Henry Reeve, Saunders and Otley, London, 1835, Part II, Book IV, Chapter VI: “the species of oppression by which democratic nations are menaced is unlike anything that ever before existed in the world [...] The first thing that strikes the observation is an innumerable multitude of men, all equal and alike, incessantly endeavouring to procure the petty and paltry pleasures with which they glut their lives. [...] Above this race of men stands an immense and tutelary power, which takes upon itself alone to secure their gratifications and to watch over their fate. That power is absolute, minute, regular, provident, and mild. It would be like the authority of a parent if, like that authority, its object was to prepare men for manhood; but it seeks, on the contrary, to keep them in perpetual childhood: it is well content that the people should rejoice, provided they think of nothing but rejoicing. For their happiness such a government willingly labours, but it chooses to be the sole agent and the only arbiter of that happiness; it provides for their security, foresees and supplies their necessities, facilitates their pleasures, manages their principal concerns, directs their industry, regulates the descent of property, and subdivides their inheritances: what remains, but to spare them all the care of thinking and all the trouble of living?” See also Etienne de la Boétie, Discourse on voluntary servitude, 1576.
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CONTOURS AND CONTEXT OF THE USE OF SURVEILLANCE TECHNOLOGIES
3.1 CURRENT USE OF MASS SURVEILLANCE TECHNOLOGIES WITHIN THE EU & WESTERN BALKANS

3.1.1 USE, BY PUBLIC AUTHORITIES, OF BIOMETRIC MASS SURVEILLANCE TECHNOLOGIES

EUROPEAN UNION BORDER MANAGEMENT

At the level of the European Union, border management policies successively introduced and imposed the implementation of biometrics in visas, passports, and identity cards. At the same time, the purpose of strengthening border management was extended to the preservation of the internal security of member states, to the prevention, detection and investigation of terrorist offences and other serious criminal offences, and – in relation to specific databases, to cooperation in police and judicial matters. Nowadays, the information systems that support these policies gather more than 53 million pieces of biometric data. These systems, managed by eu-LISA, are the VIS, the SIS I and II, the Eurodac, the ECRIS, the ETIAS and the Entry/Exit System (EES), which will electronically register the name, type of travel document, biometrics (fingers and face), and the date and place of entry and exit of third-country nationals visiting the Schengen area for a short stay.

Providers of hardware used to operate the VIS, the SIS, and the Eurodac systems, as well as the Europol own database, are Hewlett Packard and Dell. Providers of softwares are American and European. In addition, these systems use an Automated Fingerprint Identification System (AFIS), which is expected to include “facial recognition as a major component” in the future and “to serve as a basis for the development of a shared Biometric Matching Service storing biometric templates” as suggested in the proposal for interoperability between EU information systems. This interoperability was established by two regulations in 2019, thus giving rise to a “vast biometric database covering 28 countries” to which security and law enforcement have access in the pursuit of purposes that are further extended.

CITIZENS IDENTIFICATION IN EU MEMBER STATES

In relation to biometric identity cards specifically, all the member states of the European Union had the obligation to implement this new format on 5 August 2021. An important number of them did it that very day.

Even though the EU Regulation on strengthening the security of identity cards imposes the suppression of biometric data once identity cards have been issued, unless another “necessary and proportionate” processing is established nationally “in accordance with Union and national law,” it appears that some EU member states have seized this opportunity to collect such data for national purposes.

In addition, numerous countries allocate their nationals a unique national Code, or use to this end a sectoral number, such unique identifier being directly linked, in some countries, to biometric identity cards. It is important to observe that assigning to each national a unique identification number makes it very easy to interconnect databases, in a context where serious temptations of interconnecting administrative files are noticed. The major difference between a biometric identifier and a unique national number is that the former...
makes it possible to refer to a natural person with certainty. In addition, a biometric identifier cannot be revoked or modified, even in case of theft. Such an identifier is therefore particularly dangerous to the safety of individuals.

**VIDEO-SURVEILLANCE IN EU MEMBER STATES**

EU member states also increasingly use video-surveillance. Even though China “leads the world” in that area, with “54% of the world’s 770 million surveillance cameras”¹²⁹, an author observed in 2010 that across the European continent, CCTV systems were “installed in towns and cities […] with the result that public area surveillance is an inescapable fact of life for a growing number of Europeans”.¹³⁰ The current precise number of cameras deployed is unknown, because their implementation depends on different categories of stakeholders without any reporting system being established¹³¹. However, available figures show that London held the lead when the UK was part of the European Union, with more than 691,500 cameras and a ratio of 73.31 cameras for 1,000 inhabitants¹³². According to the same study¹³³, Berlin in Germany commands 223,000 cameras for a ratio of 6.25 cameras for 1,000 inhabitants, Madrid in Spain commands 34,000 cameras for a ratio of 5.1 cameras for 1,000 inhabitants, Paris in France commands 42,500 cameras for a ratio of 3.84 cameras for 1,000 inhabitants and Athens in Greece commands 10,800 cameras for a ratio of 3.44 cameras for 1,000 inhabitants.

These systems of surveillance use cameras and do not necessarily include innovative features such as facial recognition. However, “possibilities for continuous improvement of these devices remain wide as well as their areas of application”¹³⁴. This is confirmed by the weight of the industry¹³⁵ and the series of experiments that have been co-funded for several years by the European Union¹³⁶. In addition, a study shows that “since 2010, a revolution has begun in video analytics. Thanks to Convolutional Neural Networks, Deep Learning techniques, [and] object recognition, image segmentation and labelling [have proved] impressively efficient, up to the point where the machine, using a software built on top of GoogLeNet¹³⁷ has demonstrated in 2015 an ability to identify objects in still images that is almost identical to humans […]. In 2015, the Chinese company Baidu also claimed actual superiority of machine image¹³⁸.”

In addition, numerous cases of biometric surveillance are reported. For example, in July 2021, a report revealed an “increasing trend of implementation of […] biometric surveillance measures across numerous localities throughout Germany” and the use, by “municipalities and police forces in the Netherlands [of] facial recognition technology and other forms of biometric surveillance in a multitude of ways”¹³⁹. Facial recognition is also widely used in the United Kingdom¹⁴⁰. It is also progressively expanding in France¹⁴¹, in Romania¹⁴², and globally in all EU member states¹⁴³ and states of Western Balkans¹⁴⁴.

Moreover, several current and former EU member states initiated the deployment of body-worn cameras for law enforcement. It is the case in France, the United Kingdom, Romania¹⁴⁵, Italy¹⁴⁶ and Greece¹⁴⁷. In some countries, other stakeholders such as border police¹⁴⁸ or ambulance services¹⁴⁹ are also equipped with body-worn cameras. Amongst camera models used, the American company Motorola VIB⁵₀₀ enables the sending of live images that can technically be monitored using biometric or behavioural recognition systems, directly or in a second phase¹⁵¹. Currently, such use is prohibited in some countries, such as in Italy, following a decision by the Data Supervisory Authority¹⁵². The main objectives announced for the use of body-worn cameras are safety improvement for the police and the public, police accountability enhancement, and evidence production before a court¹⁵³.

The use of mobile technologies has particularly been noticed during the covid-1⁹ pandemic. While Singapore experimented with autonomous robots in order “to detect bad behaviour such as flouting of COVID-1⁹ safety measures, smoking in prohibited areas and the improper parking of bicycles”¹⁵⁴, Italy, the United Kingdom, and France used drones in order to monitor compliance with health measures¹⁵⁵, a decision later disapproved in the latter State by the French Data Protection Authority, in January 2021¹⁵⁶.

**EXPERIMENTS**

Finally, several projects were conducted or are still ongoing under the responsibility or with the cooperation of local authorities or public companies, in addition to participation to EU co-funded research projects¹⁵⁷. For example, in 2013, a system named AVATAR, designed to analyse “nonverbal and verbal behaviour” of travellers during interviews, was experimented in the Bucharest
As of February 2020, a series of law enforcement and government-affiliated agencies used, without managerial oversight and outside any legal framework, software aiming to perform facial recognition based on photographs collected on social networks by Clearview AI, which was the provider of this solution. In 2019, the French city of Nice utilised facial recognition during the carnival, with a view to detecting persons already registered in a database, with the consent of persons involved. During the same year, the same city also envisioned experimenting with a system capable of detecting travellers’ emotions in public transportation, with the aim of identifying potential suspects before an incident occurs. This project was abandoned due to a technical issue.

**TECHNOLOGY PROVIDERS**

Globally, the large number of CCTV and biometric technology providers is noteworthy, with a prevalence in Europe of certain companies such as THALES, IDEMIA, SAFRAN and EADS. Public authorities also tend to contract with enterprises that offer them innovative solutions. It seems that the most commonly used system is technology delivery, with or without assistance for analysis. That being said, two authors observed in 2011 that the biometric market remains opaque for several reasons: the scarcity of supporting studies; and the opacity organised by operators themselves, in order to establish high prices of access to information. In addition, the security sector is partly subjected to defence secrecy classification.

**3.1.2 OTHER USAGES OF SURVEILLANCE TECHNOLOGIES**

Other practices that result in the monitoring or collection of personal data are in use, both offline and online. Reference to these practices is important because the resulting databases are often accessible to law enforcement and government agencies, in particular for the purposes of internal security and the prevention and repression of crime. Such access is supposed to be provided for by law but it sometimes occurs outside any legal framework. This access may increase the impact of the use of biometric surveillance technology, by supplying it either with information that enables the technology to operate, or with additional information relating to the persons identified.

The public and private sectors increasingly propose authentication functions based on biometric recognition, which allows some stakeholders to foresee that the “global facial recognition market will experience 12.4 percent compound annual growth [...] from 2021 to 2025.” Several EU member states, such as France, are progressively implementing biometric identifications techniques in order to enable access to public services, while other EU member states are exploring the possibility to develop them.

As regards the private sector, 62% of enterprises declared in 2018 that they were using biometric authentication techniques and 24% declared they were considering using such technologies within two years. Several banks, for instance, recently began to invite their clients to opt-in for a biometric credit card while Genesis, a Hyundai Motor brand, announced that face and finger recognition will be proposed on its electric sport utility vehicle in order to replace keys and to activate some features. In addition, numerous computing devices enable login based on biometric identification techniques. The academic sector also uses such technologies. For example, in the United Kingdom, fingerprints were used in order to handle absenteeism, to charge meals, and as a substitute for library cards, before legislation imposed a need for parental consent. In France, authentication functions based on hand contour recognition are used in order to frame access to school canteens.

Both the private and the academic sectors also use surveillance techniques based on biometric or behavioural criteria, for example enterprises such as supermarkets, which use such technology in order to detect fraudulent activity. Some employers show an interest in the use of continuous recognition systems, based inter alia on user keystroke, in particular since the Covid-19 pandemic, which led to a massive increase in remote work. During the successive lockdowns due to the pandemic, some educational institutions also imposed invigilation software in order to monitor exams. Some works relating to smart advertising boards were also reported.
In addition, some Internet service providers propose functions that imply the processing of biometric or behavioural information. These features include for example the possibility to exchange through video conference using personal computers’ webcams. These features may alternatively only rely on voice, and enable its supporting software to answer a user’s vocal instruction. Lastly, Amazon unveiled its first “house assistant robot”, which can “map a house and answer vocal queries in order to videotape one room or another”, recognise faces, learn the family members’ habits and “remind” each of these members “of their tasks”, in addition to enabling videoconference.

Moreover, smart meters are progressively implemented in Europe, whereas numerous applications, especially on smartphones and watches, propose features such as the possibility to justify one’s vaccination status, assess sporting efforts, and to monitor vital functions. These applications generally collect various other types of information on their users. Numerous mobile devices such as smartphones, tablet PCs and smartwatches also include accelerometers, which are “sensors for measuring acceleration force” commonly used for “automatic image stabilisation, device orientation detection, and shake detection”. Data produced by accelerometers is generally accessible to other applications, because such data is “widely regarded as not privacy-intrusive”. However, it has been demonstrated that accelerometers can, conversely, “infer highly sensitive information about people” including their identification “based on biometric movement patterns”. These considerations must be read in conjunction with a study that reveals that smartphone users touch their devices on average 2617 times a day.

In relation to online activities, it can be noticed that internet users are invited to store their personal data on private clouds whose security is not always ensured with certainty, including from the cloud provider. This particularly applies to providers that propose to concentrate, in a single place, a lot of very sensitive information such as energy, telephone and Internet access provider invoices, health insurance cards, pay sheet, tax notices, and bank statements. The vast majority – if not all – of such providers fetch documents directly from their original or official sources, which means that even with strong end-to-end encryption, these providers may have access to the real content at some point and overall security is only based on ethics and public statements, and cannot be directly enforced or verified by users. As a result, any mind shift, business plan, company acquisition or disproportionate request from intelligence services may lead to disproportionate access to users’ information, which is all the more problematic, in relation to the preservation of private life, as stored information is sensitive.

Finally, it is to be noted that all Internet service providers retain certain traces of Internet use, to a greater or lesser extent depending on their precise activities and the legal obligations that apply to these activities, whereas the advertising and service industries collect various information relating to internet users in order to set their profile. Recourse to data engineering has also been alleged to be a governmental practice, at least in the USA, in order to automatically detect and predict the behaviours of enemies and rebels and distinguish them from the rest of the civilians.

3.2 THE ROLE OF EUROPEAN AND NATIONAL ACTORS IN THE FIELD

THE ROLE OF THE EUROPEAN UNION

Previous analysis shows that the European Union has undoubtedly played – and still plays – a central role in the field of security technology, becoming a real ‘motor’ for its member states, particularly with regards to biometrics. The European Union accompanied the adoption of security technology with a “legal framework” that it claims to be “coherent”. However, the lawyer Sylvia Preuss-Laussinotte believes that this notion of “coherence”
actualy tends to support the “technical convergence of European systems that contain biometric data”, including for budgetary reasons, and that it partly aims to favou “interconnections between national and European databases, especially biometric”.203.

This EU policy expands to the Western Balkans, through the support of the European Commission to bring to that region “the benefits of the digital transformation”, supporting in particular the “strengthening of Balkan countries capabilities in terms of data collection and exchange”.205. The Council, for its part, “underscored its intention to support the Western Balkan states in the development of interoperable systems for the biometric registration of asylum applicants and irregular migrants [...] thereby rendering it compatible with EU systems”206.

THE ROLE OF THE UNITED STATES OF AMERICA

Several authors explain that the above policy is the European Union’s response to “irrevocable pressure from the USA”,207, which has been explicit “since 11 September 2001”,208, to make the recourse to biometry a priority objective “in the name of the struggle against terrorism”.209 Edgar A. Whitley and Gus Hosein highlight that, in order to answer that demand, the Council of the European Union pressured the European Parliament to prevent a refusal “to include mandatory fingerprinting for all EU citizens in the draft regulation” that standardises EU passports.210 E. A. Whitley and G. Hosein question “the legality of this course of action”, especially because “the inclusion of fingerprints in the EU passports system [was not] a requirement from the U.S. authorities”.211 They observe that Australia, Canada, and the U.S. rejected implementing additional biometrics in their own passports, other than a “tamper-proof image of the face”.212 They clarify that US requirements were to implement machine-readable passports that include “only a digital photograph on a chip in the passport”213. They report that the Chairman of the US Congressional committee responsible for the biometric passport deadline, himself, regretted the EU choices, declaring that “much expense and public consternation could have been avoided by a less technically ambitious approach, one that simply met the terms of the Act as written”214.

ORGANISED SHORT-CIRCUIT OF DEBATES AT THE EUROPEAN AND NATIONAL LEVELS

According to Whitley and Hosein, the EU approach therefore only “serves an EU-domestic policy to generate a registry of fingerprints of all EU citizens and residents”,215, a statement which could be extended to facial images. They warn about the tendency of governments “to short-circuit debate and deliberation”, in particular on identity policy, which is not for them a surprise because where substantive debate took place in the past, “limitations were often placed on the government’s vision [...] whether to limit its budget, application and/or effects on freedom and privacy”.216 The authors observe that most identity policies were rather established through minimal deliberation, “during darker times where political debate was unlikely [or] by government diktat”.217

This is further showed where technology risks are most of the time not seriously assessed, policies being “never adequately reviewed at any level as each level presumes that the other level will or has done it”.218 In this respect, Sylvia Preuss-Laussinotte observes, referring to a statement from a representative of the company SAGEM, that the use of biometry in travelling documents “becomes the seed of a world-wide interoperable biometry” and that “it is precisely in the implementation of this generalised biometric globalisation that arise the question of its fragility and the question of the security-related European policy”.219

These concerns have largely not been answered, beyond rhetorical statements of commitment to fundamental rights protection. Indeed, the EU does not, actually, respond to them, while it mostly organises identity and security policy through regulations, which prevents any serious debate at national levels. Even the transposition of EU Directives leaves little room for national debates. This observation raises the issue of the intentional weakening of Parliaments through the strategic use of international influences or obligations “to circumvent national deliberative processes”220. Whitley and Hosein call this practice “policy laundering”.221

Indeed, we can especially observe that, even though the EU member states may have encountered some slowness in following the EU decisions on biometric identity cards,222, the fact remains that the EU policy was for them an opportunity to implement or to
justify such cards, in a context where, sometimes, first attempts in that sense failed at the national level, due to civil society protest. As a result, any objection may now be rejected based on a reminder of international commitments. This observation is reinforced by the fact that EU member states expressed in 2020, their wish for the development of an EU-wide public electronic identification system.

Other methods to short-circuit debate are the adoption of decrees or emergency ordinances instead of laws, and the manipulation of public opinion. The latter has been particularly analysed by the public administration specialist Guillaume Gormand. He shows that citizens’ fears towards state surveillance created a hostile environment for video-surveillance. As a result, especially in France and in the United Kingdom, video-surveillance advocates strived to legitimise its use “by addiction and habit” of both citizens and public policy actors. To this end, they first put forward favourable public opinion polls whose results were often manipulated. In addition, especially under the presidency of Nicolas Sarkozy, “an artificial atmosphere of fear” was deliberately created through “a rise in national security discourse” and the “use of a particularly clever rhetoric designed to instil fear in the population and to call on citizens to choose between the cause of ‘victims’ and the cause of ‘thugs’.”

In 2008, in order to avoid accusations of “security drift and of generalised surveillance”, a “semantic reversal” led to the replacement of the expression “video-surveillance” with the expression “video-protection”. This was also reflected in legislation in 2009. However, as stated by French parliamentarians, “video-surveillance does not protect. The recording of an offence does not prevent this offence from being committed.” The French Ministry of Home Affairs even created a logo with this new terminology, accompanied with a slogan stating “security at the service of freedom.”

The same phenomenon is observed in relation to biometry. A number of public representatives widely use shifts in meaning to present surveillance and biometrics in a favourable light, and thus increase its “acceptability”. For example several representatives of French institutions, this is also the case within the institutions of the European Union, which present the recourse to biometry as a pledge of security, the latter being asserted as a natural need that is beyond discussion in its principle and which is inherent to freedoms where it does not supersede them. These statements, which mostly invoke freedoms protection grounds as a justification for surveillance, actually trample on fundamental principles that underpin the European legal system, in which security is conversely an exception to freedom and can only be implemented under strict conditions.

Citizens, deceived in relation to the efficiency and the purpose of biometric technology, are therefore deprived of real debate on these topics. Yet, such a debate is of utmost importance. Indeed, security issues affecting intimate data that cannot be revoked as well as the question of whether the security brought by surveillance including biometry is real, in the face of terrorist threat, are as important as the challenges that are at stake in terms of choice of the societal model currently followed.

EU FUNDING OF A RESEARCH THAT IS CRITICISED FOR NOT BEING ETHICAL

Regardless of this – and of the fact that, as previously mentioned, some authors suggest that security public policy is partly dictated by the surveillance industry, at least originally – the European Union sustains innovation by funding several research projects aimed at enhancing video surveillance and biometric or behavioural identification efficiency. Some representatives of public authorities in EU member states are sometimes partners or beneficiaries of such projects. These projects are criticised for failing to incorporate sufficient ethical and democratic accountability.

We can highlight the CHAMELEON project, which took place in 2012-2013 and received a funding of EUR 785,893. It developed a video surveillance system [which] automatically combines images from multiple cameras with overlapping regions, to create a natural seamless panoramic view of the monitored area [and] allows portable devices such as smart phones and tablets to stream and display the stitched video feed in real-time. According to the Community Research and Development Information Service of the European Commission (CORDIS), this system has “huge potential in a number of applications such as remote monitoring,
Another example is the INDECT project. With a EU contribution of almost EUR 11 million, it aimed to implement an intelligent surveillance system capable of processing all kinds of information, including mobile objects and persons as well as Internet resources including “individual computer systems”, with a view to detecting criminal activities and threats.252

Another project, the iBorderCtrl (Intelligent Portable Control System) project, which was particularly controversial253 and renamed ICROSS254, developed technologies “ranging from biometric verification, automated deception detection [and] document authentication” for automatic controls at borders255, including a kind of “lie detector”256. The IMPULSE project, funded until January 2024, aims to perform “a user-centric and multidisciplinary analysis on the integration of [AI and blockchain] technologies” supporting electronic identification in EU public services.257

**EXPORT CONTROLS**

Finally, we can observe that a report from Amnesty International revealed in September 2020 that European technology companies were exporting digital surveillance technology to countries with poor human rights records258. At the same time, Privacy International revealed the “EU’s extensive support for surveillance in non-member countries”259.

As a result, the European Union “agreed to tighten up rules for the sale and export of cybersurveillance technology”, especially through updating “controls of so-called dual use goods such as facial recognition technology and spyware to prevent them from being used to violate human rights”.260 This led to the adoption of Regulation (EU) 2021/821 setting up a Union regime for the control of exports, brokering, technical assistance, transit, and transfer of dual-use items (recast)261.

However, in October 2021, a coalition of NGOs submitted a complaint to the European Ombudsman, calling on it to «investigate evidence that several EU bodies are supporting surveillance in non-EU countries»262. They argue that this support includes the provision of «surveillance technology, training and financing», whereas no «human rights risk and impact assessments» were being carried out.263

**3.3 CIVIL SOCIETY RESPONSES**

Numerous specialists including lawyers, philosophers, sociologists, and historians264 warn about the dangers of states’ social control and biometric technology, evoking issues of opacity, security, proportionality and of a loss of meaning of the very notion of “freedom”265 in a State governed by the Rule of Law.

In addition, a significant number of organisations and institutions call for a ban on biometric surveillance:

In September 2021, the United Nations High Commissioner for Human Rights published a report that notably requires imposing “a moratorium on the use of remote biometric recognition technologies in public spaces, at least until the authorities responsible can demonstrate compliance with privacy and data protection standards and the absence of significant accuracy issues and discriminatory impacts [...]”.266

In July 2021, the European Parliament adopted a resolution in which it notably called “for the permanent prohibition of the use of automated analysis and/or recognition in publicly accessible spaces of other human features, such as gait, fingerprints, DNA, voice, and other biometric and behavioural signals”, and to “a moratorium on the deployment of facial recognition systems for law enforcement purposes that have the function of identification, unless strictly used for the purpose of identification of victims of crime, until” the necessity and proportionality of such operations are ensured and demonstrated, and risks are identified and suppressed.267

In a joint opinion dated June 2021, the EDPB and the EDPS call inter alia, “for a general ban on any use of AI for an automated recognition of human features in publicly accessible spaces”.268 Since June 2021, more than 170 NGOs have also been calling for a ban of this technology269. These organisations highlight that the use of biometric technology...
makes it possible to "identify, follow, single out, and track people everywhere they go, undermining our human rights and civil liberties — including the right to privacy and data protection, the right to freedom of expression, the right to free assembly and association (leading to the criminalization of protest and causing a chilling effect), and the rights to equality and non-discrimination". They state that these technologies, "by design, threaten people's rights and have already caused significant harm". They consider that "no technical or legal safeguards could ever fully eliminate the threat they pose", and for this reason they should "never be used in public or publicly accessible spaces, either by governments or the private sector".270.

This initiative led to the creation of the movement "reclaim your face", which gathered more than 60,000 signatures in October 2021 and which asks "the European Commission to strictly regulate the use of biometric technologies in order to avoid undue interference with fundamental rights". It appeals in particular to "the Commission to prohibit, in law and in practice, indiscriminate or arbitrarily-targeted uses of biometrics which can lead to unlawful mass surveillance", clarifying that "these intrusive systems must not be developed, deployed (even on a trial basis) or used by public or private entities insofar as they can lead to unnecessary or disproportionate interference with people's fundamental rights".271

Other initiatives from non-governmental organisations include complaints to data protections authorities272, legal proceedings275 and citizens' information. For example, Statewatch published a document which explains the concerns raised by biometric identity cards274. In France, several organisations have created the "Technopolice" platform277, which aims to "document, as rigorously as possible, the deployment of surveillance projects across the country, and build together tools and mobilisation strategies that make it possible to defeat them".278. The association La Quadrature du Net clarifies that "the issue is to succeed in organising local resistance, binding together initiatives so that they can feed into each other" 277. A project of a similar nature was afterwards created in Belgium278. Several organisations also propose training to privacy protection and security, which however mostly focus on online threats279.

Even though a part of the service industry endeavours to propose a positive image of biometric technologies280 and may not hesitate to market free trials for public officers281, other stakeholders defend the neutrality of some services. For example, several key representatives of the service industry such as Amazon, Google, Microsoft, Atlassian, Cisco, and IBM published "Trusted Cloud Principles" by which they notably call governments to "seek data directly from enterprise customers rather than cloud service providers, other than in exceptional circumstances" and to ensure transparency toward customers, through specific notice, in case government access their data. These cloud providers also claim to be granted with a right to "Protect Customers' Interests".283.

Nationally, individuals react to a lesser or a greater extent depending on their culture284 and the political context. In some countries such as in France and Romania, the way national debates around the implementation of surveillance technology are conducted, as well as the insistence of public authorities in repeatedly proposing measures previously rejected by supreme courts, seem to trigger some degree of lassitude from citizens, who harbour feelings of disempowerment which, in turn, diminish their capability to complain.285

These circumstances do not prevent certain authorities286 and public representatives287 from claiming a democratic debate around the use of biometric technology. Civil contestations288 and statutory declarations from representatives of political or public institutions are also observed. For example, Nordin Chahid-Nourai, former State Councillor and Member of the French Data Protection Authority, encouraged everyone to write and complain against the processing of a unique national number assigned to individuals, believing that there is no fatalism.289 In 2012, when the French State was planning to implement a biometric identity card, a political representative stated: "No democracy dared to take this step. Who can believe that legal guarantees [...] are infallible?".290

However, these statements are often silenced by the speed with which decisions are made before the European or national parliaments, when not altogether decided based on emergency ordinances – a situation particularly noticeable during the Covid-19 pandemic291.
In this context, the fight for the preservation of freedoms essentially takes the form of initiatives from individuals and decentralised groups of citizens. This echoes a study by Goffman (1961) saying that "when individuals feel that surveillance is wrong, or that they are unfairly disadvantaged by it, it will often be challenged" 292.

These initiatives mostly focus on online privacy preservation, since offline control is more difficult to circumvent. A first group of projects aim to develop resistance tools and strategies, such as the TOR project293 and other applications that enable end-to-end encrypted communication294 or storage295. In relation to video-surveillance, Gary T. Marx reports eleven forms “of resistance or non-compliance”, including “avoidance” of places that are monitored and “masking”, to avoid being recognised296. In the same line, some artists, designers, and start-ups develop dresses, hairdressing, and make-up that aims to prevent facial recognition297.

Other initiatives focus on the dissemination of information on threats and on practical ways to enhance one’s data security and confidentiality. For example, the CryptoParty movement aims “to pass on knowledge about protecting [oneself] in the digital space” 298. The Exodus project aims to “analyse privacy concerns in Android applications” 299. It was developed in collaboration300 with the “Privacy Lab” initiative of the Information Society Project at Yale Law School, which “explores the connection between privacy, security, and anonymity through hands-on software and hardware implementation, such as cybersecurity workshops” 301. The noyb project aims to merge, into “a stable European enforcement platform”, “best practices from consumer rights groups, privacy activists […] and legal tech initiatives” 302. Some other websites provide information on the use of encryption303 or a list of available privacy enhancing tools304.
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4
THE LEGISLATION REGULATING SURVEILLANCE
4.1
THE ECHR AND THE EUCFR REQUIREMENTS

4.1.1 RESPECTING HUMAN RIGHTS AND THE RULE OF LAW: A SOCIETAL CHOICE IMPLYING MORE THAN FORMAL STATEMENTS

On 5 May 1949, the representatives of ten European countries signed the Statute of the Council of Europe, the oldest European political organisation. The aim was to establish an organisation capable of “prevent[ing] a return to totalitarian regimes” through the defence of fundamental freedoms and the rule of law.

On 4 November 1950, the representatives of the Council of Europe member states signed the European Convention on Human Rights (ECHR), which was afterwards supplemented by additional protocols. Nowadays, the ECHR in its version of 1 August 2021 is in force in the 47 Council of Europe member states, which include all the EU member states, and 7 additional protocols are in parallel open to signature and ratification.

The innovative character of the ECHR lies less in the list of the fundamental rights it establishes, which were derived from the UN Universal Declaration of Human Rights of 1948, than in the efforts made by its writers both to specify the conditions under which these rights may be limited, and to set up a mechanism designed to ensure efficient and collective control of the enforcement of these rights. Indeed, historical excesses had shown the inability of states to ensure the protection of human rights in the absence of counter-powers, because one of the state’s main inherent characteristics is to “seek efficiency” by “giving precedence to order over freedom”. As a result, “the Convention establishes objective obligations for states towards individuals, irrespective of the conduct of cosignatory states”. These obligations are enforced by national judges under the supervision of the European Court of Human Rights (ECtHR) as a last resort. The rulings of that Court are binding without possibility of appeal. They constitute a “mandatory ‘international public order’ […] from which the states party to the Convention cannot derogate”.

In comparison, the EU Charter of Fundamental rights (EUCFR) has a less binding scope. The Court of Justice of the European Union (CJEU), which is competent to judge on the violations of the EUCFR, is more difficult to access for European citizens. In addition, the CJEU supervision is limited to acts implementing EU law. This being said, the CJEU makes its decisions in consideration of the requirements of both the EUCFR and ECHR, because the protection provided by the EUCFR is the same, in terms of meaning and scope, as that provided by the ECHR, in relation to rights enshrined in both texts.

These circumstances maintain the prominent position of the ECtHR in regard to protection of fundamental rights of individuals in Europe.

It appears of utmost importance to emphasise that the respect for the dynamics of fundamental rights protection established in the ECHR is the condition for maintaining liberal democracy as a form of government. In this context, liberal democracy is understood as “a political system in which […] liberties are well protected and in which there exist autonomous spheres of civil society and private life, insulated from state control”.

Indeed, the design of such dynamics has been based on the works of great thinkers such as Beccaria and Tocqueville, who looked at history with lucidity and warned about the dangers of coming out of a system in which governments are prevented from prioritising security over freedom. As a result, the legal system is designed in such a way as to not pit freedom against security, and that there can be no balance between the one and the other – even though they do not exclude each other.
Security is neither a condition for freedom, nor the first amongst freedoms. Security is a derogation from the principle of freedom. In other words, security is a purpose that may be invoked to justify certain limitations of freedom, under the following strict conditions. Firstly, limitations of freedoms must be provided for by a clear law that ensures foreseeability. Secondly, limitations of freedoms must pursue a legitimate and determined purpose, connected with a need, for society, which must be demonstrated. Thirdly, limitations of freedoms must be both efficient and reduced to the strict minimum to reach this purpose. This implies both the minimisation of impacts on fundamental rights and the setting up of a certain number of safeguards such as transparency, foreseeability, and independent control. The principles of legitimate and determined purpose on the one hand and of efficiency on the other hand together form the principle of “necessity”. The principle of strict minimum, implying minimisation and the setting-up of guarantees against arbitrariness, forms the principle of “proportionality”. Compliance with all these requirements must be subject to the supervision of a parliament with effective decision-making powers and of independent judges who can be seized by concerned individuals.

Getting out of this path, all the terms of which are of utmost importance, implies taking a road that inexorably leads, at one point, to totalitarianism. Remaining deaf to this alert can only induce a denial of history, as also recently recalled by numerous specialists, including Professors Jean Duffar and Jacques Robert, the latter being also a former member of the French Constitutional Court: “Thus, if due care is not taken, this would imperceptibly tend to dangerously set root, including in countries that we previously believed to be insulated from contagion, a diffuse totalitarianism which, letting [...] citizens believe that they still enjoy a freedom yet become illusory, maintains voluntarily the latter in the unconsciousness of an independency [...] which, one day, would be irreversible.”

4.1.2 FUNDAMENTAL RIGHTS IMPACTED BY THE USE OF MASS SURVEILLANCE TECHNOLOGIES

The ECHR and the EUCFR establish several rights and freedoms that are at stake where surveillance technologies are in use. These rights are identified below, together with a description of their content, which will be used within the framework of the impact analysis.

1) THE RIGHT TO PRIVATE AND FAMILY LIFE

The definition of the right to respect for private and family life, also called “right to private life” or “right to privacy”, is the subject of much debate due to differences in the qualifications given by courts to limitations to private life. Indeed, there are two coexisting notions of private life. The first notion comes from a philosophical conception, and refers to the “right to be left alone” and to the right to shape one’s own life with minimal outside interference. The second notion is a legal conception of privacy, which may be defined by the respect that is due to the rights and freedoms of others. Privacy as protected by law may basically be seen as the philosophical conception of privacy, with which third parties have no right to interfere, because such interference would not be necessary and/or proportionate. Differences in understanding privacy appear mainly to be due to the fact that, when a court establishes an absence of privacy infringement, in a particular case, it often prefers considering that the information at stake was not (legally speaking) private, rather than considering that the information was private but legitimately or legally accessed, processed, or published, based on compliance with the requirements for necessity and proportionality. This context feeds numerous attempts to classify what is legally protected as private and what is not, which is literally impossible since, by definition, private life will not be protected the same way depending on the third party who interferes with it. This does not mean that non-protected information, in some contexts, does not remain private in nature, since it may be protected in other contexts.
This being said, the ECHR and the CJEU have identified at least the following elements of legally protected private life content. The right to private life includes the right "to live privately, away from unwanted attention," which covers for example the protection of "the home address" and "personal autonomy." It also includes "personal development," whether in terms of personality or of "personal autonomy," as well as the right "to establish and develop relationships with other human beings" and "the outside world," which amounts to the right to a "private social life," which implies the absence of "outside interference." The right to private life also includes a right to physical and social identity, and a right to "physical and psychological integrity," which embraces "multiple aspects of the person's physical and social identity" and which is "primarily intended to ensure the development, without outside interference, of the personality of each individual in his relations with other human beings." Finally, the right to private life includes the rights to personal data protection, dignity, and self-determination, which will be further addressed below independently since they are considered to be transverse to other rights at stake.

This protection of personal activity extends to public contexts and to "professional and business activities." Interactions with others are protected in all their forms, including correspondence, which covers letters, pager messages, professional correspondence, correspondence intercepted in the course of business or from business premises, telephone calls and conversations, including information relating to these calls such as their date or the number dialed, and electronic communications (including the right for an individual to control "information derived from the monitoring of (his or her) personal Internet usage").

2) THE RIGHT TO THE PROTECTION OF PERSONAL DATA

Personal data is protected under article 8 of the ECHR concerning the right to private life, and in the EUCFR as an autonomous right in its article 8. The ECHR defines the notion of personal data, by referring to the Council of Europe Convention no 108 for the protection of individuals with regard to automatic processing of personal data, as "any information relating to an identified or identifiable individual," even indirectly through, for example, a dynamic IP address. Such data is protected insofar it relates to the "private life" of an individual, this notion being broadly understood.

In particular, personal data is protected against both storage and release, even towards public authorities, regardless of the subsequent use of the information and no matter the sensitive nature of the information. As a result, the storing of any personal information in a public authority database constitutes and interference per se, which must be necessary and proportionate in order to not be deemed arbitrary. Protected data includes information about the political activity of an individual and health data. Publicly accessible information is also protected, even though "secret surveillance methods" are not used, by virtue of a "right to a form of informational self-determination, as regards data which, albeit neutral, are collected, processed and disseminated collectively." As a result, the legal protection covers the "systematic or permanent record" of information coming from the public domain, and therefore the "files gathered [that way] by security services on a particular individual." An interference with private life is also found where photographs taken by the police in a public place aim "to identify the persons photographed [...] by means of data processing.

Personal data is moreover particularly protected within the context of "surveillance methods resulting in masses of data collected" and, more generally, "mere storing of information." For example, an interference with private life is constituted by the GPS surveillance of an applicant by investigation authorities, leading to the systematic collection and storage of data determining "the applicant's whereabouts and movements in the public sphere", as well as the recording and further use of these data "in order to draw up a pattern of the applicant's movements, to make further investigations and to collect additional evidence at the places the applicant had travelled to.

According to the ECHR, "other methods of visual or acoustical surveillance" are even more susceptible than GPS surveillance "of interfering with a person's right to respect for private life, because they disclose more information on a person's conduct, opinions or feelings." Fingerprints, photographs, and voice samples also "give rise [...] to important private-life concerns" when they are recorded "in connection with an identified or identifiable individual", because they "objectively contain unique information about the individual concerned, allowing his or
her identification with precision in a wide range of circumstances”. For example, “the recording, by the police, of applicants’ voices when [they were] being charged and when [they were] in their police cells” was found to be an interference with the right to private life.

3) THE RIGHT TO FREEDOM OF EXPRESSION

The right to freedom of expression is protected both at the Council of Europe and EU levels. This right includes the “freedom to hold opinions and to receive and impart information and ideas without interference [...] and regardless of frontiers”, which means that it includes a right of communication of individuals between themselves, and a corresponding right to receive information, especially where the information is of public interest.

The right to freedom of information is moreover “applicable not only to ‘information’ or ‘ideas’ that are favourably received or regarded as inoffensive or as a matter of indifference, but also to those that offend, shock or disturb the state or any sector of the population”. The ECtHR explains that “such are the demands of that pluralism, tolerance and broadmindedness without which there is no democratic society.”

In parallel, freedom of expression “carries with it duties and responsibilities” for the author and the recipients of an information, which are linked to the respect that everyone must show for the rights and interests of others. Information recipients have the duty to tolerate contrary opinions and to accept constructive criticism (without which there can be no intellectual debate). The person who expresses an idea should do it with restraint, avoiding forward. Moreover, embodying an idea with tact and courtesy does not prevent the defence of that idea, while a respectful tone and chosen words generally benefit this defence.

The organs of the Council of Europe regularly affirm that these requirements condition both:

- A constructive exchange of ideas and opinions, which are essential both to the holding of a public debate and to creativity, the search for the truth and cohesion.

In that sense, the ECtHR evokes freedom of expression as an “essential foundation” of democracy and the rule of law and “one of the basic conditions for its progress”. This approach is also the approach adopted by the EU, which can be summarised by quoting the EU Parliament: “freedom of expression in the public sphere has been shown to be formative of democracy and the rule of law itself, and coaxial to its existence and survival.”

As a consequence, states have a positive obligation to ensure the effectiveness of these rights, which implies giving citizens the confidence that they can express themselves without fear, to enable them to reply to published information and to give them the skills and critical attitude enabling them to face and understand the information they receive, including where this information is harmful to them. Citizens’ education and awareness must include the ability to distinguish between true and false information, to understand the benefits and risks of measures aiming at regulating speeches and content, and to have a democratic and responsible attitude that respects the rights of others. This right of education is of particular importance and has been especially highlighted in several recommendations by the Council of Europe Committee of Ministers as well as by the European Parliament.

Finally, the right to freedom of expression also includes a right to access the Internet and a right to freedom of media. Member states must especially “foster as much as possible a variety of media and a plurality of information sources, thereby allowing a plurality of ideas and opinions”. This requirement of pluralism of media, which gives consistency to the freedom to be informed, is also expressly mentioned in the EU Charter of Fundamental Rights in Article 11.

4) THE RIGHT TO FREEDOM OF ASSEMBLY AND ASSOCIATION

The right to freedom of assembly and association is protected both at the Council of Europe and EU levels. This right “constitutes an individual right that is exercised collectively.” It protects “the non-violent gathering of a number of people in a
publicly accessible place with a common expressive purpose\textsuperscript{418}. This means that it “assumes that an assembly is for the purpose of conveying a message [which] might be aimed at an individual, a group, an organisation or at society in general”\textsuperscript{419}.

Freedom of assembly “includes public or private meetings, marches, processions, demonstrations and sit-ins. The purpose may be political, religious or spiritual, social or another purpose; no limit has been imposed on purpose, but any assembly must be peaceful. Incidental violence will not mean an assembly forfeits protection unless it had a disruptive purpose”\textsuperscript{420}. The right to freedom of assembly covers not only the right to organise and participate in assemblies but also other activities such as the observation, monitoring or recording of them\textsuperscript{421}. Some assemblies might moreover “create unpredictable situations for the authorities” and “may cause some level of temporary interference with, or disruption of, routine daily activities”\textsuperscript{422}. In such a case, the rights to routine and to assembly must be balanced, because the second one is an “important element of life in a democratic society” and it carries “as much right to the use of public spaces as people involved in other activities”.

According to the Council of Europe Committee of Ministers, freedom of assembly also implies that “individuals are free to use Internet platforms, such as social media and other ICTs in order to associate with each other and to establish associations, to determine the objectives of such associations, to form trade unions, and to carry out activities within the limits provided for by laws that comply with international standards”\textsuperscript{423}. Indeed, “ICTs bring an additional dimension to the exercise of freedom of assembly and association, [which] has crucial implications for the strengthening of civil society [...] and for the democratic process in general”\textsuperscript{424}. For this purpose, the Council of Europe Committee of Ministers recommends that member states “adapt their legal frameworks to guarantee freedom of ICT-assisted assembly and take the steps necessary to ensure that monitoring and surveillance of assembly and association in a digital environment does not take place, and that any exceptions to this must comply with those provided for in Article 11, paragraph 2, of the ECHR”\textsuperscript{425}.

5) THE RIGHT TO FREEDOM OF OPINION

The right to freedom of “thought, conscience and religion” is protected both in the ECHR and in the EUCFR\textsuperscript{426}. It includes the right to hold a belief and the right to manifest that belief. The right to hold a belief “is absolute and unconditional” which means that the “state cannot interfere with it for instance by dictating what a person believes or taking coercive steps to make him change his beliefs”\textsuperscript{427}.

The right to manifest one’s beliefs alone or with others, in private or in public, is for its part not absolute and might be limited provided that the requirements analysed in subsection 4.1.3 of the current study are respected\textsuperscript{428}. The manifestation of an opinion might take several forms but there must be “a sufficiently close and direct nexus between the act and the underlying belief” to call for the protection of the related freedom\textsuperscript{429}. Finally, if the ECtHR accepts the possibility for states to question “the sincerity of an individual’s alleged religion in exceptional cases”, the general rule is that they “are not justified in casting doubt on the sincerity of the beliefs which an individual claims to hold without supporting their position with solid, cogent evidence”\textsuperscript{430}.

6) THE RIGHT TO FREEDOM OF MOVEMENT

Freedom of movement is protected in the EUCFR and by Protocol n° 4 to the ECHR, which has not been ratified by all EU members\textsuperscript{431}.

This right includes the right of citizens and other people that are lawfully within the territory of a given state, to move and to freely choose their residence within this territory, as well as to leave it. For example, interferes with the freedom of movement the “requirement to report any change of place of residence [...] or to have it registered by the police within a specific time-limit, on pain of a fine”, “an inability to enter a specified area of a city, or a prohibition thereof” and “extensive police monitoring of movements between a territorial entity not recognised by the international community and a government-controlled area and within the latter, coupled with the requirement to report to the police before each intended border crossing”.\textsuperscript{432}

On the opposite, the possibility of being stopped and searched by the police in a security risk area,
and the availability of social contacts. This ability, even though this possibility generates a fear of being subjected to such control, does not constitute a limitation of the freedom of movement since individuals are “in no way prevented from entering that area, moving within it and leaving it again.”

7) THE RIGHT TO LIBERTY AND SECURITY

The right to liberty and security, established in the ECHR and the EUCFR, relates to the “physical liberty” of a person, with the aim of ensuring that no one is “deprived of that liberty in an arbitrary fashion.”

Even measures intended for protection or taken in the interest of the person concerned may be regarded as a deprivation of liberty. The notion of deprivation of liberty “contains both an objective element of a person’s confinement in a particular restricted space for a not negligible length of time, and an additional subjective element in that the person has not validly consented to the confinement in question.” Relevant objective factors to be considered include the possibility to leave the restricted area, the degree of supervision and control over the person’s movements, the extent of isolation and the availability of social contacts.

Deprivation of liberty might be established even if the length of the detention is “relatively short,” and even in this circumstance, “an element of coercion in the exercise of police powers of stop and search is indicative of a deprivation of liberty.”

8) THE RIGHT TO NON-DISCRIMINATION PROHIBITION OF DISCRIMINATION

The prohibition of discrimination is established in article 21 of the EUCFR, in article 14 of the ECHR and in article 1 of the Protocol n° 12 to the ECHR. The EUCFR and Protocol n° 12 to the ECHR provide “for a general prohibition of discrimination”, while the protection provided in article 14 of the ECHR is limited to a prohibition of discrimination “in the enjoyment of one or the other rights guaranteed by the Convention.” This being said, there is a relative autonomy of article 14 of the ECHR, because it does not necessarily presuppose the violation of one of the substantive rights guaranteed by the Convention. As a result, the existence of a link between discrimination and a right protected in the ECHR is sufficient to claim protection of article 14 of the ECHR.

Thin differences between texts also exist in relation to the grounds on which discrimination is prohibited. All texts prohibit discrimination based on “any ground such as” sex, race or ethnic origin, colour, language, religion, political or other opinion, membership (EUCFR) or association (ECHR) with a national minority, property, and birth. The EUCFR adds “disability, age or sexual orientation”, whereas the ECHR and its protocol add “other status”. This latter notion also covers disability, age, or sexual orientation, in addition to gender identity, parental and marital status, status related to employment, as well as a complementary series of grounds.

In relation to the content of the protection, article 14 of the ECHR protects against direct and indirect discrimination as well as discrimination by association, and the ECtHR may bring such a violation directly into the debates, even though the applicant did not invoked this violation in his or her claim. The notion of direct discrimination “describes a difference in treatment of persons in analogous, or relevantly similar situations” and “based on an identifiable characteristic, or ‘status’.” For example, “harassment and instruction to discriminate can be seen as particular manifestations of direct discrimination.” Indirect discrimination “may take the form of disproportionately prejudicial effects of a general policy or measure which, though couched in neutral terms, has a particular discriminatory effect on a particular group” and “although the policy or measure at stake may not be specifically aimed or directed at a particular group, it might nevertheless discriminate against that group in an indirect way.” In addition, “indirect discrimination does not necessarily require a discriminatory intent” and it “may arise [either] from a neutral rule […] or from a de facto situation.” Discrimination by association, for its part, arises in “situations where the protected ground in question relates to another person somehow connected to the applicant.”

Finally, we can highlight that Article 14 of the ECHR does “not prohibit a member state from treating groups differently in order to correct ‘factual inequalities’ between them; indeed in certain circumstances, failure to attempt to correct such inequality through different treatment may in itself give rise to a breach of article 14.”
9) THE RIGHT TO EDUCATION

The right to education is established in article 2 of protocol no 9 to the ECHR and in article 14 of the EUCFR. It includes the right to education and to have access to vocational and continuous training as well as the right of parents to ensure the education and teaching of their children in conformity with their religious and philosophical convictions. Article 14.2 of the EUCFR adds “the possibility to receive free compulsory education”. This principle “merely implies that [...] each child has the possibility of attending an establishment which offers free education. It does not require all [educational] establishments [...] to be free of charge. Nor does it exclude certain specific forms of education having to be paid for, if the state takes measures to grant financial compensation.”

The ECtHR considers that “in a democratic society, the right to education, which is indispensable to the furtherance of human rights, plays such a fundamental role” that it must not be interpreted restrictively. In addition, this right must be read in conjunction with other rights enshrined in the ECHR and its protocols such as the right to private life, “including the concept of personal autonomy”, the right to freedom of thought and “to receive and impart information and ideas”, and the prohibition of discrimination.

According to the ECtHR, this right “must be interpreted in harmony with other rules of international law of which the Convention forms part”, for example the Universal Declaration of Human Rights (1948), the UN Convention on the Rights of the Child (1989), and the revised European Social Charter. This right “covers a right of access to educational institutions existing at a given time [...], transmission of knowledge and intellectual development [and] the possibility of drawing profit from the education received” such as “official recognition of the studies which have been completed”.

According to the ECtHR, this principle “requires, inter alia, that: (1) when carrying out their duties, the members of a court should not start with the preconceived idea that the accused has committed the offence charged; (2) the burden of proof is on the prosecution, and any doubt should benefit the accused”. It is also “to prosecution to inform the accused of the case that will be made against him or her, so that he or she may prepare and present his or her defence accordingly, and to adduce evidence sufficient to convict him or her”. However, “presumptions of fact or of law”, which “operate in every criminal-law system [are] not prohibited in principle by the Convention.”

This principle is applicable in the context of “criminal charges”, but the notion of “crime” is autonomous under the jurisprudence of the ECtHR, and therefore “independent of the categorisations employed by the national legal systems of the member states”. This means that the ECtHR may consider that a limitation of any given right, established in a state, is a criminal penalty, even though it has not this very qualification in the concerned state. In order to determine the criminal nature of the proceeding, the ECtHR retains a set of criteria, which are not necessarily cumulative and which are the classification in domestic law, the nature of the offence and the severity of the penalty to which the person concerned is exposed.

The principle of legality of penal offences, according to which “only the law can define a crime and prescribe a penalty” (which implies the principle of non-retroactivity of criminal law, except for lighter penalties), applies to the autonomous notion of “criminal area” as it has been defined in relation to the right to presumption of innocence. The concept of “law” is in addition understood broadly, as in the other ECHR provisions, and covers “both domestic legislation and case-law, and comprises qualitative

10) THE RIGHT TO A FAIR TRIAL AND RELATED RIGHTS

The right to an effective remedy and to fair trial includes several sub-rights. First in line are the right to access to a court and the right to benefit from several institutional and procedural guarantees (tribunal established by law, independent and impartial; fairness, equality of arms and adversarial proceedings; reasoning of judicial decisions; right to remain silent and not to incriminate oneself; use of evidence obtained lawfully; right to a public hearing and to be judged within a reasonable timeframe). Other guarantees are of a more substantial nature and cover the presumption of innocence and the rights of the defence, as well as the principles of legality and proportionality for criminal offences. All these sub-rights are protected in articles 47 to 50 of the EUCFR and in articles 6, 7 and 13 of the ECHR. Moreover, the Council of Europe Committee of Ministers recalled that the rights to a fair trial and to the presumption of innocence “should be respected in the digital environment”.

According to the ECtHR, the principle of the presumption of innocence requires, inter alia, that: (1) when carrying out their duties, the members of a court should not start with the preconceived idea that the accused has committed the offence charged; (2) the burden of proof is on the prosecution, and any doubt should benefit the accused. It is also “to prosecution to inform the accused of the case that will be made against him or her, so that he or she may prepare and present his or her defence accordingly, and to adduce evidence sufficient to convict him or her”. However, “presumptions of fact or of law”, which “operate in every criminal-law system [are] not prohibited in principle by the Convention.”

This principle is applicable in the context of “criminal charges”, but the notion of “crime” is autonomous under the jurisprudence of the ECtHR, and therefore “independent of the categorisations employed by the national legal systems of the member states”. This means that the ECtHR may consider that a limitation of any given right, established in a state, is a criminal penalty, even though it has not this very qualification in the concerned state. In order to determine the criminal nature of the proceeding, the ECtHR retains a set of criteria, which are not necessarily cumulative and which are the classification in domestic law, the nature of the offence and the severity of the penalty to which the person concerned is exposed.

The principle of legality of penal offences, according to which “only the law can define a crime and prescribe a penalty” (which implies the principle of non-retroactivity of criminal law, except for lighter penalties), applies to the autonomous notion of “criminal area” as it has been defined in relation to the right to presumption of innocence. The concept of “law” is in addition understood broadly, as in the other ECHR provisions, and covers “both domestic legislation and case-law, and comprises qualitative
requirements, notably those of accessibility and foreseeability. The concept of penalty also has an autonomous scope and the ECtHR is “free to go beyond appearances”. It “autonomously assess[es] whether a specific measure is, substantively, a ‘penalty’ within the meaning of Article 7”. The starting point for any assessment [...] is to ascertain whether the measure in question was ordered following a conviction for a ‘criminal offence’. Other factors may be deemed relevant in this respect: the nature and aim of the measure in question (particularly its punitive aim), its classification under domestic law, the procedures linked to its adoption and execution and its severity [...]. However, the severity of the measure is not decisive in itself, because many non-criminal measures of a preventive nature can have a substantial impact on the person concerned.

According to the Council of Europe Committee of Ministers, and such as the right to a fair trial, “the right of no punishment without law applies equally to a digital and a non-digital environment.”

11) THE RIGHT TO DIGNITY AND TO SELF-DETERMINATION

The right to dignity is established in article 1 of the EUCFR. It is not subject to a dedicated provision in the ECHR, but the ECtHR considers that “the very essence of the Convention is respect for human dignity and human freedom.” The reading of the ECtHR decisions suggests that the principle of dignity protects the intimacy of individuals in relation to their body and their mind – and further their human personality as such, as if there was, around the individual, a zone of intimacy that states and third parties can never cross.

In relation to the body of individuals, the ECtHR protects inter alia human dignity under the right to life and the prohibition of torture and degrading treatment. Within the framework of the protection of these rights, the violation of dignity appears to happen where a treatment, applied to an individual, results from the use of a disproportionate force – assessed contextually in compliance with the proportionality assessment rules - without the individual’s consent. For example, “where an individual is confronted with law-enforcement officers, any recourse to physical force which has not been made strictly necessary by the person’s conduct diminishes human dignity.” It is also a violation of human dignity to impose a “medical treatment without the consent of a mentally competent adult patient” or to collect such consent in a way that the consent was not freely given, because it was not fully informed and was requested at a moment where the person concerned was not mentally available.

The violation of human dignity, and further of the right to not be subjected to a degrading treatment, may be established although no intention of ill-treatment was established.

The Council of Europe Convention on Human Rights and Biomedicine also affirms in its preamble the “importance of ensuring the dignity of the human being which might be endangered by “the misuse of biology”, together with the resolution of its writers “to take such measures as are necessary to safeguard human dignity and the fundamental rights and freedoms of the individual with regard to the application of biology [...]”. Article 1 of the Convention requires member states to “protect the dignity and identity of all human beings and guarantee everyone, without discrimination, respect for their integrity and other rights and fundamental freedoms with regard to the application of biology [...]” and to take in their internal law “the necessary measures to give effect” to the provisions of the Convention. Article 2 affirms the “primacy of the human being” and clarifies that “the interests and welfare of the human being shall prevail over the sole interest of society or science”. Finally, article 28 of the Convention requires states to “see to it that the fundamental questions raised by the developments of biology and medicine are the subject of appropriate public discussion in the light, in particular, of relevant medical, social, economic, ethical and legal implications, and that their possible application is made the subject of appropriate consultation”.

In relation to the mind and human personality of individuals, respect for human dignity is ensured within the framework of the protection of the right to a fair trial, for example by ensuring that “all elements which [are] favourable to the defendant’s legal position [are] brought before the court”. It is also ensured within the framework of the protection of freedom of expression, which must be balanced with “interests relating to the protection of the honour and dignity of others”. It is also ensured within the framework of the prohibition of discrimination. For example, inappropriate conduct of police officers during a search, “motivated by homophobic and/or transphobic hatred” and arousing “the applicants feelings of fear, anguish and insecurity [is] not compatible with respect for [applicants’] human
dignity. Such discrimination may in addition be considered as degrading treatment that violates the prohibition of torture, which is not “limited to acts of physical ill-treatment [but] also covers the infliction of psychological suffering [...] if it humiliates or debases an individual in the victim’s own eyes and/or in other people’s eyes, whether or not that was the aim, if it breaks the person’s physical or moral resistance or drives him or her to act against his or her will or conscience, or if it shows a lack of respect for, or diminishes, human dignity.”

Respect for human dignity is moreover ensured as a component of the right to private life, covering for example “offensive and vulgar” statements on a Facebook page and the possibility, for a disabled person, to see their “will and preferences [...] respected [...] in respect of their family relationships and their right to choose their place of residence”. This is because this freedom of choice is “an inherent part of a person’s autonomy, independence, dignity and self-development”.

The latter decision is of particular interest, read in conjunction with the other decisions of the Court, and particularly the protection it offers to dignity through the prohibition of imposing a medical treatment without the free and fully informed consent of the patient. Indeed, human dignity appears to imply the prohibition of any “paternalistic ‘best interests’ decision-making” that would “overrid[e] or ignor[e]” the “will and preference of persons” who are in a position to give their opinion, the state having the duty to ensure that the best contextual parameters are set up in order to enable such opinion to be issued. This is in line with the duty of states to ensure that “the fundamental questions raised by the developments of biology [...] are the subject of appropriate public discussion in the light, in particular, of relevant medical, social, economic, ethical and legal implications, and that their possible application is made the subject of appropriate consultation.”

Respect for this sphere of dignity, that surrounds an individual, does not suffer any exception. Indeed, an exception would drive to the suppression of the fundamental right that is limited “in an undignified manner”, and suppressions of rights are prohibited by the ECtHR. Some authors refer to the “essence/substance/core” of fundamental rights, which “should be respected under any circumstances, [because] its infringement should be unjustifiable: It constitutes the “limit to the limits”.” In that sense, the use of the principle of dignity, by the Court, is an explicit “signal to states on the importance of what is at stake and cannot suffer any interference.

This is in line with the approach that views “human dignity as the foundation of human rights”, since it conditions the existence of these rights. This is also in line with the approach that considers the right to private life as a “fundamentally fundamental right” which necessarily preconditions, together with the right to personal data protection, “the enjoyment of most other fundamental rights and freedoms”. Indeed, human dignity implies the possibility to make free choices, and therefore implies the existence of a right to self-determination. The right to self-determination implies, in turn, the respect of a zone of confidentiality, which may condition the making of certain choices. For this reason, the right to self-determination is mainly protected, by the ECtHR, under the right to private life.

As a consequence, the right to privacy protects dignity, through the protection of a zone of confidentiality and of self-determination, with which no interference is allowed, neither from states nor from third parties.

This conclusion leads to another, already drawn up by Dr. Antoinette Rouvroy and Professor Yves Poulet, according to whom the right to privacy, through the right to self-development, “is not conceived as the liberty held in isolation by an individual living secluded from the rest of society, but, on the contrary, as a right enjoyed as member of a free society”. In that sense, the right to self-determination – and therefore the right to privacy – may be considered “as a tool for guaranteeing the democratic functioning of society” since it is “a precondition to real democratic discussion.”

The authors refer to a decision of the German Supreme Court from 1983, which declared unconstitutional certain provisions of a law that was granting the government with powers in terms of personal data collection for statistical purposes. Ruling on the principle of dignity and the principle of self-development, which are both enshrined in the German Constitution, the Supreme Court stated that processing possibilities, including unlimited storage and retrieval capabilities as well as creation of profiles through databases interconnections, undermine the dignity and right to self-development of individuals where these persons have “no sufficient means of controlling its truth and
12) THE RIGHT TO RESIST OPPRESSION

The right to resist oppression, in the meaning of resistance to a tyrannical regime, does not appear in the ECHR and in the EUCFR, nor in most other international treaties\(^521\), whereas it is not uncommon in national Constitutions\(^522\). This seems to be a consequence of the fact that these treaties organise a system in which such a right does not have a proper place.

Indeed, the European Convention on Human Rights organises the protection of fundamental rights, which are supposed to be enforced by domestic courts under its supervision in last resort\(^523\). In addition, the preamble of the Convention engages states to ensure "an effective political democracy" as the best instrument to maintain fundamental freedoms. Therefore, the right to resist oppression applies where democracy and judicial remedies are not effective. In other words, it applies when the Convention is not respected at its foundations – and further not applicable anymore based on the choice, implicit or explicit, of a state. As an author stated, "it is difficult to imagine that the law may establish a rule that might contribute to weaken its very foundations"\(^524\), or that might result in an admission of failure of the fundamental rights protection mechanisms it established\(^525\).

This being said, several authors identify a right of resistance to oppression as a general principle of international law\(^526\), based on a "right to democracy", being itself an "internal component" of a right to self-determination\(^527\) which is read in the UN Universal Declaration of Human Rights of 1948\(^528\). This appears absolutely consistent with the principles of dignity and of self-determination that are protected against any interference by the ECHR\(^529\), since the UN Universal Declaration of Human Rights of 1948 inspired the writers of the ECHR\(^530\), which itself refers to the Declaration in its Preamble. This is also in line with authors, such as Paul De Hert and Serge Gutwirth, who base the right to resist oppression on the right to privacy, which in turns guarantees the "freedom to self-determination" and "each person’s uniqueness, including alternative behaviour and the resistance to power at a time when it clashes with other interests or with the public interest"\(^531\).

 application which lead to possibilities "of inspection and of gaining influence" which may "influence the individual’s behaviour by the psychological pressure exerted by public interests", which in turns impacts the individual’s “chances of development” and “the common good (“Gemeinwohl”), because self-determination is an elementary functional condition of a free democratic society based on its citizens’ capacity to act and to cooperate\(^508\). In the same line, "those who count with the possibility that their presence at a meeting or participation in a civil initiation be registered by the authority will be incited to give up practising their basic rights (Basic Law, Art. 8 9)\(^509\).

Thus, the right to privacy, through the right to self-development, is not only a private ‘right to be left alone’\(^510\) and a right that encloses or is at least strongly interlinked with the right to data protection\(^511\), but also a right whose exercise is eminently public: through the preservation of fundamental freedoms and their impassable threshold of dignity and self-determination, the right to privacy enables human beings to be themselves, “to develop and exercise their moral powers”\(^512\), and therefore to truly exchange with their counterparts. The "freedom of political debate [being] at the very core of the concept of a democratic society”\(^513\), the right to privacy therefore “guarantee[s] the democratic functioning of society”\(^514\) by empowering "citizens to participate in the political system”\(^515,516\).

This prohibits - citing and complementing the wording of the ECtHR - any ‘paternalistic ‘best interests’ decision-making’ that would “override[e] or ignor[e]” the “will and preference of persons”\(^517\) who are in a position to give their opinion. This will and preference may also refer to the collective choice of citizens in relation to the values that society must protect, and in relation to the means used in order to enforce such values\(^518\). In addition, the state has the duty to ensure that the best contextual parameters are set up in order to enable such opinion to be issued, through the organisation of an effective public debate where it is necessary\(^519\).

This conclusion is consistent with the statement from the European Commission, according to which “the right to human dignity is an inviolable right that requires every individual to be treated with respect as a human being and not as a mere ‘object’ and their personal autonomy respected”\(^520\).

It is when this zone of dignity is flouted, leading to the suppression of some freedoms including the right to privacy, despite the guarantees that have been foreseen in the ECHR and the EUCFR, that the right to resist oppression applies.
4.1.3 THE CONDITIONS FOR LIMITING FUNDAMENTAL RIGHTS IN A DEMOCRATIC SOCIETY GOVERNED BY THE RULE OF LAW

Rights and freedoms enshrined in the ECHR and the EUCFR are of two kinds. Some of them are called "absolute", because they cannot suffer any limitation, such as the right to hold a belief. The other rights and freedoms are deemed "conditional", because they can be limited following strict conditions, which most of the time lie in a general rule, sometimes called "public order clause". This general rule, which must be interpreted in a restrictive way, is provided in the ECHR and was further clarified by the ECtHR. It establishes that any limitation of a fundamental right (also called "interference with a fundamental right") must have a specific, clear, accessible and foreseeable legal basis, must have a legitimate aim and must be necessary and proportionate to achieve that aim.

This previous legal statement is often designated under four principles which are the principles of legal basis, legitimate purposes, necessity and proportionality. These four principles constitute general principles of the Union's law and are therefore very often recalled in the European legal instruments, and, sometimes with a few variations, reflected in national laws. In addition, they influence national constitutional courts such as the French Constitutional Council and the Romanian Constitutional Court. Since the Treaty of Lisbon came into force, these four principles have also been fully integrated within the European Union law, based on Article 52, 1 of the EU Charter of Fundamental Rights.

These four principles may be summarised in two principles, namely the requirements for necessity and proportionality. Indeed, these two latter requirements already include the requirements for legitimate aim and for legal basis, which were established in addition as autonomous principles, given their importance. The principles of necessity and proportionality so defined are mandatory for the Council of Europe and the European Union member states, which must refrain from violating them, and also have a positive obligation to take the measures necessary for these principles to be enforced between the individuals themselves.

The requirements for necessity and proportionality, which we detail below, are composed of four sub-requirements. A limitation of freedom must have a determined and legitimate purpose, must be efficient and reduced to the strict minimum in terms of impacts, and must be framed by a set of guarantees designed to prevent arbitrariness.

1) THE REQUIREMENT FOR A DETERMINED AND LEGITIMATE PURPOSE

The principle of necessity basically consists in the demonstration that any interference with a fundamental right must be appropriate to satisfy a specific social need. The first requirement included in the latter sentence is therefore that a specific and determined purpose must be present. This purpose must be designed to answer a "pressing social need". This refers to a social issue that needs to be addressed. This need must be determined and convincingly established within the broader sphere of the legitimate aim pursued. The latter legitimate aim must itself be enclosed in the list that is provided in relation to each of the fundamental rights established in the ECHR, which are, in relation to most fundamental rights, "the interests of national security, public safety or the economic well-being of the country, the prevention of disorder or crime, the protection of health or morals, and the protection of the rights and freedoms of others".

The expression used in the EUCFR is wider since it refers to "objectives of general interest recognised by the Union or the need to protect the rights and freedoms of others".

This need which motivates the interference, must be "pressing". In other words, it must have a certain "level of severity, urgency or immediacy". In relation to the state's actions, harm may result on society if the need is not addressed, taking into account the views of society and potentially divergent opinions regarding this particular "need". It must also be immutable and not extensible, since the other requirements will be assessed in its light. Consequently, any change in - or extension of - purposes must lead to a new assessment of the necessity and proportionality of the interference that results from this change.
2) THE REQUIREMENT FOR EFFICIENCY

The limitation that is brought to a fundamental right must be appropriate to satisfy the purpose of this limitation. This means that it may effectively mitigate the harm caused to society, and this "must be supported by sufficient evidence" as clarified by the European Data Protection Supervisor. This classical position of the ECtHR was also recalled by the Article 29 Data Protection Working Party in several opinions, notably relating to the application of the principles of necessity and proportionality within the law enforcement sector and in relation to the retention of Internet traffic data.

Both the Article 29 working group and the ECtHR also clarified that the analysis of the effectiveness of a limitation of fundamental rights implies the review of a certain number of contextual elements. This especially includes reviewing "the effectiveness of existing measures" that aim to address the same objective. These existing measures need to be reviewed "over and above the proposed measure", and an explanation must justify why they "are no longer sufficient", and how the proposed measure will bring remedies.

3) THE REQUIREMENT FOR MINIMISATION

The requirement for minimisation is the first of the two main principles forming the principle of proportionality, which is "recognised as one of the central principles governing the application of the rights and freedoms" contained in the ECHR and its additional Protocols. Indeed, it allows "some evaluation of how much of a contribution a particular restriction can make towards securing a given objective". Consequently, it satisfies "the need for balancing entailed when giving effect to the rights" protected under the ECHR. Without the proportionality requirement, "the formulation of Convention provisions would be open to restrictions depriving the rights and freedoms of all content so long as they were prescribed by law and for a legitimate purpose", in addition to answering a "pressing" particular need.

The requirement for minimisation is also often referred to as a principle of "strict necessity" of the interference. It implies that a given interference with a fundamental right does not go "further than needed to fulfil the legitimate aim being pursued".

In relation to public authority surveillance, this further implies that the interference is "strictly necessary, as a general consideration, for the safeguarding of the democratic institutions and, moreover, [...] strictly necessary, as a particular consideration, for the obtaining of vital intelligence in an individual operation".

The principle of minimisation implies both that the impacts of the interference be reduced to the minimum possible and that, once this minimisation has taken place, the remaining impacts not exceed the benefits of the interference for society. In order to reach these requirements, a different set of questions needs to be considered. These questions are related to the content, the extent, and the nature of the measure causing an interference with freedoms.

Firstly, the interference must be adapted to its context, which notably implies taking into account several elements such as the severity of the need motivating the interference, and the legitimacy of the right which is limited.

Where the purpose is linked to public security and prevention or detection of crime, the severity of the need must be assessed having regards to the specific crime the measure is intended to address, and to the harm that crime would cause to society if not addressed.

The legitimacy of the right that is affected may be assessed through the identification of the fundamental rights that base the behaviour which is limited (e.g. private life or freedom of expression), of the sensitivity of the data that may be collected, of the high or low expectations, in terms of confidentiality, of the individuals whose fundamental rights will be restricted, and of these individuals' characteristics, such as their age and their adaptation capabilities.

Secondly, the scope of the interference must not exceed what is necessary to reach the aim pursued. This notably requires limiting, to the greatest extent possible, the volume of the intrusions into privacy, as well as the number of personal information collected. This also requires limiting, to the greatest extent possible, the number of places and of people affected, the cases of exercise of the measure (the powers of decision and action of law enforcement agencies must especially...
be limited to what is strictly necessary), and the time during which the measure will be effective.

Thirdly, regarding the nature of the interference, the ECtHR verifies if the aim of the interference “can be satisfactorily addressed in some other, less restrictive way”. For instance, “an order requiring a journalist to disclose his source for a leak about the financial affairs of a company was considered to be unjustified […] insofar as the objective was to prevent dissemination of confidential information”. Indeed, “this legitimate concern was already being secured by an injunction restraining publication of the information that had been disclosed”. Consequently, the ECtHR considers that “an explanation of what other measures were considered and whether or not these were found to be more or less privacy-intrusive” should have been presented, and “if any were rejected which were found to be less privacy-intrusive, then the strong justifying reasons as to why this measure was not the one that was selected to be implemented should [have been] given”.

4) THE REQUIREMENT TO SET-UP GUARANTEES

Limitations of fundamental rights must be constrained by appropriate guarantees or safeguards, which must be “adequate and effective”.

A first set of guarantees, which we can call “palliative” or “corrective” measures, aims to palliate potential weaknesses that were found during the necessity and proportionality tests in relation to purposes, efficiency and minimisation. This, in particular where technology used does not itself make it possible to restrict the scope and the extent of the limitation of freedoms. For example, in case the use of a given technology implies collecting more information than needed to fulfil a given objective, a “palliative” or “corrective” measure might be to obtain the consent of data subjects, or to shortly anonymise unnecessary information under independent supervision.

A second set of guarantees must be implemented in order to “render possible” the actual respect for the results of the necessity and proportionality test, including the corrective measures that enabled successful completion of the test. The most important of these guarantees is the setting-up of what might be called a “constraining transparency”, which has been established as the autonomous principle of legal basis in the ECHR and ECtHR court cases. Other guarantees might be of a legal, organisational or technical nature.

A. CONSTRAINING TRANSPARENCY, BASED ON LAW

Transparency must be implemented in relation to any limitation of fundamental rights, so as to ensure accessibility and foreseeability towards the people concerned, and a corresponding binding force for the author of the limitation of freedoms. As a principle, any limitation of fundamental rights must therefore be “prescribed by law”, “provided for by law” or “in accordance with law”, these expressions having the same implications. Such expressions essentially mean that any interference “must have some basis in domestic law”. In addition, these expressions imply that the way the law is written must meet a certain number of requirements, which will enable the people concerned to exercise their rights.

The notion of legal basis

The term “law” is understood by the ECtHR “in its substantive sense, not its formal one”. Consequently, it not only refers to legislative texts, but also includes “non-written law”, “enactments of lower rank than statutes”, and case law. “In a sphere covered by the written law, the «law» is therefore “the enactment in force as the competent courts have interpreted it in the light, if necessary, of any new practical developments”.

Such “law” must be adopted in compliance with domestic law and the rule of law, in order to offer “protection in domestic law”, including “against arbitrary interferences by public authorities”. This implies that law is taken in compliance with democratic rules. Consequently, at least in serious matters, this implies that law is discussed and adopted by a parliament with effective decision-making power in countries where the Constitution does grant legislative authority to this institution. Any circumvention of this rule should be temporary and duly justified.
The requirements related to the content of the law

The ECtHR developed three main requirements which all contribute to a fourth - the requirement of foreseeability: the law that organises the limitation must be sufficiently clear and precise, accessible, and stable.\(^{587}\)

Law must firstly be clear and precise. It must notably be "formulated with sufficient precision to enable [citizens] to regulate [their] conduct: [they] must be able - if need be with appropriate advice - to foresee, to a degree that is reasonable in the circumstances, the consequences which a given action may entail\(^{588}\)."

Foreseeability is of particular importance in the context of interferences by public authorities.\(^{589}\) Indeed, in such cases, it "cannot mean that individuals should be able to foresee when the authorities are likely to resort to such measures so that they can adapt their conduct accordingly\(^{590}\), but the "risks of arbitrariness are evident\(^{591}\). As a result, in order "to be compatible with the rule of law\(^{592}\), the national law must be sufficiently clear and precise \(^{593}\) "in its terms to give citizens an adequate indication as to the circumstances in which and the conditions on which public authorities are empowered to resort" to such measures, so that they can adapt their conduct accordingly\(^{594}\). Clarity must be ensured in relation to all the guarantees and safeguards that are implemented in order to frame the power, in particular the "scope of any discretion conferred on the competent authorities and the manner of its exercise\(^{595}\)."

Domestic law must also "be adequately accessible", which means that "the citizen must be able to have an indication that is adequate in the circumstances of the legal rules applicable to a given case\(^{596}\). This implies firstly that the legal basis is easily accessible to concerned citizens,\(^{597}\) and secondly that the provisions authorising the limitation of freedom are intelligible, "in the light of the legal corpus which they are intended to be part of\(^{598}\). Therefore, the whole of this corpus must be consistent\(^{599}\), in order to fully meet the requirement of predictability\(^{600}\). In other words, the "physical\(^{601}\) access to the legal basis must be accompanied by an "intellectual\(^{602}\) access to this legal basis."

Finally, the law must be stable\(^{603}\), in order to be "reasonably\(^{604}\) foreseeable. This principle is also linked to the requirement for legal certainty\(^{605}\). In addition, the principle of stability favours the general public's confidence in the legal system, and such confidence is "one of the essential components of a state based on the rule of law\(^{606}\)."

In particular, the principle of stability implies that there are no unpredictable variations\(^{607}\) and, potentially, no too frequent variations\(^{608}\) of the law.

B. OTHER GUARANTEES (CONDITIONS AND SAFEGUARDS)

Any interference must be framed by "adequate and effective guarantees against abuse\(^{609}\), also referred to as "conditions" and/or "safeguards\(^{610}\). Guarantees must be clarified in the legal basis that establishes the interference\(^{611}\). This principle is applicable to the activities of the judicial authority\(^{612}\) and of intelligence services\(^{613}\) in relation to any collection or storage of private information\(^{614}\), in particular within the context of "the development of surveillance methods resulting in masses of data collected\(^{615}\)."

Mandatory legal specifications

In the context of secret surveillance, and more precisely in the context of bulk interception of electronic communications, the ECtHR established a series of criteria to assess whether appropriate safeguards frame "the scope [...] and the manner of [...] exercise\(^{616}\) of public authority's powers. Consequently, the ECtHR verifies the sufficient specification of:

1. The grounds on which the measure may be authorised;
2. The circumstances in which the measure can take place;
3. The procedure to be followed for granting authorisation;
4. The procedures to be followed for selecting, examining, and using intercept material;
5. The precautions to be taken when communicating the material to other parties;
6. The limits on the duration of interception, the storage of intercept material, and the circumstances in which such material must be erased and destroyed;
The procedures and modalities for supervision, by an independent authority, of compliance with the above safeguards, and the actual powers of this authority to address non-compliance; and

The procedures for independent ex post facto review of such compliance, and the powers vested in the competent body in addressing instances of non-compliance.

The aim of these requirements is “to give the individual adequate protection against arbitrary interference having regard to the legitimate aim of the measure in question” and to exclude any “obscurity and uncertainty as to the state of the law.”

These rules are undoubtedly applicable to the bulk collection of biometric identifiers. Indeed, such identifiers relate to the human body. They are very intimate, they are irrevocable, and they are therefore, at least, of the same sensitivity, if not higher, as metadata of communications. These rules are undoubtedly also applicable to biometric surveillance in public spaces, as a minimum, because such kind of surveillance is likely to disclose “information on a person’s conduct, opinions or feelings.”

626 A supervision of another nature is only permitted if the authority in charge of it provides the same guarantee of independence and expertise.

In relation to the two first stages, supervision must be particularly effective if surveillance is performed without the individuals’ knowledge. Indeed, in such case, supervision replaces the possibility for the individual to seek remedy. In addition, secret surveillance is “a field where abuse in individual cases is potentially so easy and could have such harmful consequences for democratic society as a whole”, that it “is in principle desirable to entrust supervisory control to a judge, judicial control offering the best guarantees of independence, impartiality and a proper procedure.”

627 In relation to the third stage, when surveillance measures have been terminated, effective “safeguards against the abuse of surveillance powers” may consist in a “subsequent notification of surveillance measures” to the individual concerned, enabling the latter to resort to the courts and thus retrospectively challenge the legality of these measures. In addition, the establishment of a supervision at this sole third stage is not permitted in all matters, because confidentiality cannot be restored once destroyed.

Other safeguards

Control measures also include rights of access and verification granted to concerned individuals, the clarification of the procedure to be followed to exercise these rights, including a right of appeal when the right of access is denied, and - where possible - technical measures ensuring data deletion after a certain period of time.

In addition, means must be provided to ensure the effectiveness of guarantees and safeguards. These means may include judicial organisation and allocation of resources, where the latter are necessary to ensure the practical possibility and the efficiency of judicial controls.

4.1.3.5 Further restrictions to the possibility to limit a fundamental right: particularly protected rights, prohibition to suppress a right, and right to dignity

The general rule exposed in the previous subsections of the current study, which sets the conditions for limiting conditional fundamental rights, is further restricted in relation to some important rights, such as the right to protection against discrimination.
as the right to a fair trial and the right to physical liberty and security. Indeed, to limit these rights, stricter requirements need to be respected.635

These stricter requirements are generally mentioned in the ECHR. However, where it is not the case, the ECtHR establishes an adapted threshold, in order to ensure necessity and proportionality in the circumstance of the limitation of the particular right at stake. This takes place, for example, in relation to the right not to be subjected to degrading treatment636 and in relation to the right to freedom of expression637.

Moreover, beyond the particularities affecting one fundamental right or another, the ECtHR also verifies whether the “overall effect” of a given interference does not lead to “actually extinguish”638 a fundamental right. For example, it “was found to be unacceptable” to prevent a person from making statements in a situation where such a measure effectively prevented this individual from “making his contribution to the public debate”.639 This was affecting “the very substance of the applicant’s views.”640 In the same line, the CJEU verifies whether a given interference may “adversely affect the essence of the fundamental right”.641

Through such decisions, the ECtHR affirms that there is, in relation to the fundamental right at stake, an “essence/substance/core” which “should be respected under any circumstances [and which] constitutes the “limit to the limits””.642 Such a “core” of fundamental rights is in other decisions protected based on the requirements of human dignity and self-determination which, likewise, cannot suffer any limitations643.

4.2
EUROPEAN UNION

DATA PROTECTION REGULATION

Personal data protection, established in the EU Charter for fundamental rights, is further clarified in the European Union General Data Protection Regulation (GDPR)644, which applies to all kinds of personal data processing operations, at the exclusion of strictly personal activities and of judicial processing activities645. Court and police data processing activities are regulated by the so-called “Police-Justice” Directive n° 2016/680, which applies more precisely to personal data processing “by competent authorities for the purposes of the prevention, investigation, detection or prosecution of criminal offences or the execution of criminal penalties, including the safeguarding against and the prevention of threats to public security”646. The GDPR and the Police-Justice Directive do not apply, in addition, to activities that fall outside the scope of Union law, which is the case of “activities concerning national security, activities of agencies or units dealing with national security issues”647.

The protection awarded to personal data, including photographs, sounds648, biometric data649, and video surveillance650, follows the same approach as the one offered by the ECHR651, since the GDPR and the Police-Justice Directive are supposed to constitute specific applications of it, based on the states’ positive obligation to ensure effective protection of fundamental rights, even in the relations of individuals between themselves652. As a consequence, any personal data processing must have a specified, explicit, and legitimate purpose653, be efficient to meet this purpose654, and be minimised to reach this purpose655. New necessity and proportionality tests are mandatory, together with an analysis of risks to rights and freedoms, where data processing is likely to have undue impacts on peoples’ rights, even though the data processing operations comply with the GDPR or the Directive656.
Moreover, biometric data benefit from a greater protection since they are considered to be “sensitive data”. This limits the situations in which they may be processed, and it imposes the systematic performance of new necessity and proportionality analysis, together with a risk analysis, insofar they are processed at a large scale or in such a way as might result in a high risk to the rights and freedoms of natural persons. In relation to guarantees and safeguards, and beyond the obligation to demonstrate that all previous obligations are satisfied, lies an important list of obligations relating to documentation, contractualisation, and limitation of some possibilities of processing, transparency and accountability.

In parallel, the European Union issued Directive 2002/58 on the processing of personal data and the protection of privacy in the electronic communications sector (modified in 2009). This Directive, called “e-privacy”, is currently under revision. The CJEU confirmed that it is notably “applicable to national legislation requiring providers of electronic communications services to carry out personal data processing operations, such as its transmission to public authorities or its retention, for the purposes of safeguarding national security and combating crime”.

The European Union also issued a series of successive legal instruments aiming to impose on states the collection of biometric identifiers for the purpose of migration control. This purpose has been further extended to several other purposes such as the prevention of threats to the internal security of member states, the prevention, detection and investigation of terrorist offences and other serious criminal offences, and – in relation to certain legal instruments only - to simple exchanges for police purposes. These instruments do not appear to provide for sufficient effective guarantees for preserving fundamental rights, despite the fact that biometric identifiers are widely considered as being sensitive, by the European Commission itself.

For example, Regulation 2019/1157 of 20 June 2019 on strengthening the security of identity cards mainly refers, in relation to safeguards, to security issues, to liability under the GDPR, and to the role of Data Protection Authorities. It prohibits the member states from storing formore than 90 days.
the biometric identifiers that are collected for the purpose of issuing identity cards, but it authorises other processing that would be decided at national levels. In this regard, it merely specifies that the Regulation “does not provide a legal basis for” such processing678, and that such other processing must be “necessary and proportionate to the aim to be achieved”679, “in accordance with Union and national law”678. However, it does not detail the concrete guarantees to be implemented, whereas it creates the possibility of function creep679. In addition, the Regulation – and therefore these statements – is not supposed to apply to services in charge of national security, which fall outside the scope of Union law.

Despite these issues, and the fact that the European Data Protection Supervisor itself asked to “reassess the necessity and the proportionality” of the proposal for this regulation in relation to the processing of biometric data680, the regulation has been adopted and it seems that the EC’s intention is to continue its initiative to build biometric databases. Indeed, non-governmental organisations signed in September 2021 an open letter to the members of the European Parliament who work on “new rules for the Eurodac database”681, in order to call for a “halt to negotiations so that the impact on human rights can be meaningfully taken into account”682. They highlight that the envisioned new legislation framing Eurodac, which stored “in 2020 almost 650,000 sets of fingerprints”683 of asylum seekers and irregular migrants684, will lead to processing “more data categories for a wider set of purposes”685. According to the letter, plans are to collect facial images as well as new information such as identity information, in relation to more categories of people including children, with a possibility to use coercive means in order to gather such information, and to organise more extensive rights of access for law enforcement, assisted by technologies such as statistics and flagging that might lead to arbitrary stigmatisation. The signatories of the letter call for “delay to the legislative process to give due time for significant consideration of the fundamental rights implications of the proposed EURODAC reform”. They notably highlight that, for now, “the European Commission has failed to demonstrate that the capture of facial images meets the necessity and proportionality test”686.

Finally, on 21 April 2021, the European Commission issued a proposition aimed at laying down harmonised rules on artificial intelligence687. This proposed “Artificial Intelligence Act” frames the “placing on the market, the putting into service and the use of artificial intelligence systems (‘AI systems’) in the Union”. At the same time, it prohibits certain artificial intelligence practices, and it sets up “specific requirements for high-risk AI systems and obligations for operators of such systems”. It also organises “harmonised transparency rules for AI systems intended to interact with natural persons, emotion recognition systems and biometric categorisation systems, and AI systems used to generate or manipulate image, audio or video content”688. The choice has therefore been “to follow a risk-based approach [which] differentiates between uses of AI that create (i) an unacceptable risk, (ii) a high risk, and (iii) low or minimal risk. Depending on the risk classification, an AI application may need to be in conformity with a range of mandatory requirements”689. In particular, the proposed regulation considers that “real-time” and “post” remote biometric identification systems should be classified as high-risk and that, for this reason, “both types of remote biometric identification systems should be subject to specific requirements on logging capabilities and human oversight”690. It further prohibits as a principle the use of “real-time” remote biometric identification systems in publicly accessible spaces for the purpose of law enforcement691. However, such prohibition does not apply to “post” identification692, neither to ‘real-time’ remote biometric identification that would be operated by the private sector or by public authorities for national security purposes693. In addition, article 5 of the proposed regulation authorises member states to bypass this prohibition and to authorise by law the use of ‘real-time’ remote biometric identification systems in publicly accessible spaces for the purpose of law enforcement within certain limits.

The first of these limits is to specify the precise objectives of the authorisation, which must imperatively lie in the list of objectives provided in the regulation (these objectives are (1) the targeted search for specific potential victims of crime including missing children, (2) the prevention of a specific, substantial and imminent threat to the life or physical safety of natural persons or of a
terrorist attack, and (3) the detection, localisation, identification or prosecution of a perpetrator or suspect of a serious criminal offence.  

A second limit is to use ‘real-time’ remote biometric identification systems taking into account certain aspects listed in article 5.2 of the regulation, such as the seriousness, the probability and the scale of the harm caused in the absence of the use of the system.

A third limit is the obligation to set-up necessary and proportionate safeguards and conditions in relation to the use of biometric identification technology, in particular “as regards the temporal, geographic and personal limitations”. In any case, operations must be subject to a prior authorisation granted by a judicial authority or by an independent administrative authority, issued upon a reasoned request, unless a duly justified situation of urgency imposes the need to initiate operations beforehand.

This proposed Artificial Intelligence Regulation does not appear to frame the use of biometric recognition technology with sufficient safeguards, while creating the conditions for its implementation. This has in particular been highlighted by the European Data Protection Board (EDPB) and the European Data Protection Supervisor (EDPS) in a joint opinion dated June 2021. It will be the subject of further analysis in subsection 5 of the current study.

### 4.3 NATIONAL LEGISLATIONS

The EU member states are all parties to the ECHR and must respect the EUCFR. In addition, rights established in the Convention and in the Charter are globally enforced by national Supreme Courts, based on the national Constitution or on an interpretation of the latter. They are also subject to the GDPR and to the Police-Justice Directive.

All member states have also implemented the EU legislation relating to the use of biometric identifiers in identity cards and migration documents. In addition, whereas Regulation 2019/1157 of 20 June 2019 on strengthening the security of identity cards does prohibit states from storing beyond 90 days the biometric identifiers that were collected for the purpose of the regulation, it appears that several states decided to anticipate or to seize this opportunity to create biometric national databases, sometimes based on a legal instrument that was not submitted to the national Parliament. In certain member states, CCTV surveillance in public places is regulated by a specific law while it is only regulated by the GDPR in others.

At the same time, member states implemented the data retention directive, which is still in force in some states despite the CJUE declaring it contrary to the EUCFR. Indeed, not all countries have modified their law in order to take into account the CJEU prohibition to organise a “general and indiscriminate retention of traffic data and location data as a preventive measure”. In addition, member states generally grant law enforcement powers to access public and private databases that are not under their control, within the framework of criminal investigations. Other public authorities benefit from the same right of access, for the purpose of national security and of the prevention of terrorism.
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5 IMPACTS OF THE USE OF MASS SURVEILLANCE TECHNOLOGIES ON HUMAN RIGHTS
5.1 THE SOURCES OF IMPACTS ON HUMAN RIGHTS

The sources of impacts on human rights are actions, behaviours, or initiatives which limit the exercise of these rights. For example, the simple fact of collecting biometric identifiers limits the right to personal data protection. This impact may be legally acceptable or not, depending on its context and its characteristics. Consequently, some impacts on human rights (which are also called “fundamental rights”, where they are protected by a European or international legal instrument) are legally acceptable, whereas other impacts are not.

In order to be legally acceptable, an impact on a fundamental right must comply with the requirements set-up in the ECHR, in the EUCFR, and potentially further specific legislation that has been adopted in order to enforce the application of these two legal instruments, such as the GDPR or the Police-Justice Directive.

These requirements differ, depending on the fundamental right at stake, since all rights are not protected the same way in the ECHR and the EUCFR. Some fundamental rights are deemed to be absolute and do not suffer any limitation, for example the freedom to hold a belief. Some other fundamental rights are deemed conditional and they can be limited subject to strict conditions specified in the ECHR and by the ECtHR, for example the rights to a fair trial and to liberty. A last group of fundamental rights, which are also deemed conditional, can be restricted following a more general rule which can be summarised in the principles of necessity and of proportionality.

Impacts on fundamental rights that comply with the above-mentioned rules are deemed legitimate and, based on the ECHR, lawful. They are inherent in human interactions. Consequently, such impacts must not be condemned.

Impacts on fundamental rights that do not comply with these rules, and primarily the requirements for necessity and proportionality, are deemed arbitrary, and they constitute a violation of the fundamental right that they restrict. They constitute a violation, as such, because they limit a fundamental right in an unnecessary and/or disproportionate way (whether they affect, for example, the right to freedom of choice, the right to free will or the right to confidentiality of information that others – including the state – have no legitimacy to know). This is the case even though the person whose rights are limited does not suffer, spiritually or physically, from this limitation. Indeed, the requirements for necessity and proportionality do not only protect individuals, but also democratic rules and the rule of law, through commanding that everyone respect the rights of others. Antoinette Rouvroy and Yves Poullet emphasise that such respect, when it relates to privacy, enables individuals “to develop and exercise their moral powers”, and therefore empowers them “to participate in the political system”, thus guaranteeing “the democratic functioning of society.”

These illegal impacts are the ones that must be identified and, to the greatest extent possible, prevented or eliminated. The identification of such impacts takes place in two stages.

The first step consists of checking that known practices and legislation comply with the principles of limitation of fundamental rights. We will limit this analysis to compliance with the requirements for necessity and proportionality. Indeed, these requirements apply to the right to respect for private life, which is the primary fundamental right to be limited by the use of biometric technology. The right to respect for private life, in turns, offers protection of dignity, self-determination, and a series of other rights such as freedom of expression and the right to not be subjected to discrimination.

A necessity and proportionality analysis (which is mandatory under Article 35 of the GDPR, relating to Data Protection Impact Assessment) entails reflection on how to ensure a proper identification of the purposes, the efficiency, and of the minimisation of the initiative or practice which impacts fundamental rights. It also entails identifying the guarantees and safeguards to be implemented in order to secure previous findings.
However, such analysis might not enable the discovery of all potential indirect impacts. For this reason, a second step is dedicated to an analysis of risk to rights and freedoms. This analysis (which is mandatory under art. 32 and 35 of the GDPR) aims to identify threat sources (i.e. who or what could impact what we want to protect), threat scenarios (i.e. what can happen, based on an action of this source, and its likelihood) and “feared events” (i.e. what we want to avoid, and the severity of an incident, if it occurs). “What we want to protect”, in the previous sentence, refers to fundamental rights (which may be called “primary assets”) and to the “supports” of these fundamental rights, which are the persons, systems, materials or softwares that are involved in the exercise of freedoms (including the components of the initiative under assessment, which will limit these freedoms). For example, the individuals themselves can choose self-censorship, because they fear the existence and results of the data processing, and therefore limit their own rights; police services may control a person based on the findings from data processing, therefore limit his or her right to liberty; a lack of control over an algorithm may drive the data processing to refuse a permission, resulting in limiting a person's freedom of choice or ability to benefit from a service.

Once all threat scenarios and feared events have been identified, together with their likelihood and potential severity, the aim of the risk analysis is firstly to assess the level of each risk that is associated with the activity under evaluation (on a scale which varies, generally, from 1 to 3 or 4). Secondly, the aim of the analysis is to identify the corrective measures that will make it possible to avoid these risks or most of them. Ideally, all risks that appear unnecessary and/or disproportionate should be prevented, as well as risks to freedoms that are absolute, because they constitute a violation of a fundamental right.

5.2 ASSESSMENT OF THE COMPLIANCE OF THE USE OF MASS SURVEILLANCE TECHNOLOGIES WITH THE REQUIREMENT FOR NECESSITY AND PROPORTIONALITY

5.2.1. LACK OF CLARIFICATIONS IN RELATION TO PURPOSES AND THEIR LEGITIMACY

The requirement for necessity implies that the usage of surveillance technology or of biometry pursue a legitimate and determined purpose and is efficient to fulfill this purpose. Consequently, the first step of the analysis consists in assessing the existence of such a purpose. This is of utmost importance, because declared purposes condition all the other results of the analysis.

In this respect, practices in the field, as well as laws and legislative proposals that establish the means of biometric control, show a lack of compliance.

1) LACK OF PURPOSES SPECIFICATION IN RELATION TO PRACTICES

At national levels, the implementation of video-surveillance is not necessarily subject to clear and detailed information.
For example, Regulation (EU) 2019/1157 justifies the mandatory creation of biometric identity cards by the pursuit of the purpose of “strengthening the security standards applicable to identity cards”. However, the regulation authorises states to not suppress the data they collect in order to use them for other purposes, provided that a domestic law is adopted to base such processing in compliance with domestic and EU law. Therefore, the regulation does not specify the purposes for which national biometric identifiers can be collected, whereas it creates the very practical possibility of such collection by member states. Based on a properly conducted privacy impact assessment, a regulation adopted in compliance with the ECHR and EUCFR should have taken into account the high risk it creates and should have identified the necessary corrective measures. The most consistent corrective measure should have been to prohibit the retention of biometric identifiers and to frame this prohibition with supervisory mechanisms, based on the fact that such data collection does not fall within the primary objectives of the regulation. Alternatively, the regulation could have recognised as a purpose the creation of an opportunity, for member states, to collect biometric identifiers, and framed it in order to ensure efficiency and minimisation of personal data processing. In case the PIA would have concluded to a persistent disproportionality, this latter purpose should have been removed, and national data collection prohibited.

In the same vein, the French decree that establishes a national database of biometric identifiers officially pursues the purpose of establishing, delivering, and invalidating identity cards and passports and of preventing and detecting their falsification and counterfeiting. However, it grants access to digitalised facial images, as well as to information such as sex, filiation, eye-colour, email, to – non-exhaustively – law enforcement and specialised intelligence service agents in charge of the prevention and repression of terrorism and threats to the fundamental interests of the nation. Access by these agents to the database has no connection with the management of identity cards. As a result, it should have been considered as another purpose of the law, and declared as such, in order to enable the analysis of its efficiency and proportionality. Further, the purpose of “prevention and repression of threats to fundamental interests of the nation and of terrorism” is itself far too broad. Even though it falls within the list of legitimate purposes that may justify a limitation of fundamental rights in the ECHR, it...
does not respect the requirements for a determined specific and “pressing” aim to be pursued in this broader sphere of fighting terrorism and ensuring national fundamental interests.

This, taking into account that the latter notion is a source of various interpretations, which sometimes justify the monitoring of journalists or of human rights activists.729

In a similar vein, the proposal for an Artificial Intelligence Act invokes the purpose of harmonising rules for the placing on the market, the putting into service and the use of artificial intelligence systems in the Union. In addition, it frames certain practices and prohibits those considered as posing the main risks. However, this act authorises the use of ‘real-time’ remote biometric identification systems in publicly accessible spaces for law enforcement purposes, under strict conditions. Such authorisation implies authorising the implementation of technologies and mechanisms that enable facial recognition to happen, at least after videos have been recorded. As a result, the proposed regulation validates the practical implantation of a very controversial personal data processing, which has implications on human dignity, without clarifying it in the purposes of the legal instruments, with a view to properly assess its efficiency and proportionality. Once again, a regulation taken in compliance with the ECHR and EUCFR would have made this clarification, or would have absolutely prohibited the facial recognition in public places – in real time or after recording – since this is not covered by the purposes of the legislation.

3) PURPOSES DIVERSION

Written as they are, EU Regulation 2019/1157 and the proposed Artificial Intelligence Act organise diversions of purposes. Indeed, they create on the one hand the practical opportunity for member states to establish biometric databases of all their citizens before any criminal infringement was attempted. On the other hand, they validate the implementation of technologies and mechanisms that enable facial recognition to happen in public places. This is done, respectively, under the guise of strengthening security standards and of harmonising rules relating to artificial intelligence.

In addition, practices show a persistent tendency, from the EU and from its current and former member states, to extend the scope of application of laws once they have been adopted, without accompanying such changes with particularly serious fundamental rights impact assessments. Such scope extension has consequences, in terms of necessity and proportionality, on all the legal provisions and previously implemented legal guarantees against arbitrariness. We may refer in this regard to the progressive extension of the purposes of almost all EU migration legislative acts732 and of several French ones for the purpose of fighting terrorism and ensuring national security733. Such context must be taken into account within the framework of the impact assessment of all measures that lead to limit fundamental rights, in order to anticipate risks that may endanger freedoms in this regard, and in order to implement corresponding safeguards. This is not ensured in the afore-mentioned texts.

Finally, some states established a legal framework that enables a diversion of purpose of almost all the legal instruments that organise peoples’ surveillance. Indeed, their penal procedure codes include a provision that enables or commands any public officer, who learns about a penal infringement at the occasion of his or her missions, to inform the public prosecutor about it. This authorises the use, in any kind of penal proceedings, even where the crime is of low severity, of evidence whose collection might have been exclusively authorised in a crucial purpose, such as the purpose of combatting terrorism, as a condition for proportionality of the interference. This legal practice, which contradicts the ECHR and the EUCFR, should be taken into account in the assessment of the proportionality of all legislation aiming at limiting fundamental freedom, possibly to prohibit its application. This is not taken into account in the afore-mentioned texts.

At this stage of the analysis, the three legislative instruments under scrutiny fail the part of the necessity test that relates to determination of purpose.

4) FAILURE TO SPECIFY THE LEGITIMACY OF PURPOSES

The notion of legitimacy refers to compliance with legal principles. These principles primarily include compliance with the list of legitimate objectives that is provided in the ECHR and the EUCFR. In addition, the concept of legitimate purposes refers to purposes that answer a “pressing social need”. This expression means that there must be a need
for society to implement the proposed restriction of rights. Where this need is real, actual and urgent or crucial, restriction of freedoms may be intrusive, even in its nature, in the extent it stays proportionate. Where this need is uncertain, future and/or low, the nature and extent of the restriction of fundamental freedoms must stay low.

Surveillance systems that enable the recording of behaviours of human beings in public places, and even follow their itinerary, in a way that identification techniques, including of a biometric nature, might be applied, in real time or at a later stage, and this, before the commission of any offence, constitute a very high interference with human rights; primarily the right to privacy, to dignity, and to self-determination. The same conclusion can be drawn in relation to the systematic collection of biometric identifiers of the whole population, and in relation to systems aiming to mass monitor behaviours or sounds in order to make and potentially apply decisions to individuals, even as a whole.

Even framed by sufficient safeguards such as short-time data retention and efficient independent control, these measures are very intrusive. As a result, the social need that motivates their implementation must be very high.

Nevertheless, public authorities have not explained, so far, the extent to which these measures are likely to assist in the pursuit of the main purposes that are put forward, namely combatting terrorism and criminal offences and the fight against fraud. Without a clear demonstration of that very need, such intrusive measures should not be implemented.

5.2.2. ISSUES RELATING TO THE PRINCIPLE OF EFFICIENCY

The principle of efficiency is very close to the requirement for legitimacy, but its scrutiny makes it possible to ensure, in practice, that the identified social need is real and actual. This principle requires demonstrating the efficiency of the measure that will restrict freedoms, to satisfy the purpose which is being pursued. It also requires demonstrating that existing measures are no longer sufficient to satisfy this purpose.

Regulation (EU) 2019/1157, for its part, justifies the mandatory creation of biometric identity cards by the pursuit of the purpose of strengthening the security standards applicable to identity cards. It evokes the need to fight fraud and falsification (Recital n° 4), to ensure that documents are authentic and to establish the identity of a person (Recital n° 17), such identification being necessary to fight terrorism (Recital n° 6). The impact assessment accompanying the European Commission’s proposal evokes, in addition, the interest, for citizens, to set up the framework that might enable them to benefit from electronic services through systems such as eID tackled by the eIDAS initiative.

Even though we take these purposes into account, despite the fact that they are not clearly mentioned as such in the legislation, the impact assessment performed by the European Commission does not demonstrate that biometric identification, to the extent and in the way it is imposed, will enable the fight against fraud and terrorism. In particular, it does not demonstrate the practical social impacts of the fraud. It does not demonstrate the added value compared to current methods or to other methods that would not be based on biometry or on such kind of biometry. This demonstration must be done taking into account potentially divergent opinions. In this regards, Edgar A. Whitley and Gus Hosein highlight that “an ill-informed or poorly implemented policy could potentially make the problem worse rather than better.” It seems obvious that biometry can ease both the identification of ID cards holders where they cross borders and the use of some electronic services. However, the Regulation’s accompanying impact assessment does not demonstrate the extent of the added value of using that kind of biometric authentication in order to enable people to cross borders and use electronic services, compared to other methods already in use. These conclusions are more widely applicable to the EU legislations that establish migration systems, which also fail to evidence that the measures they propose tackle the issue efficiently. In this regard, the Article 29 working group observed, in particular, that “the Entry and Exit System (EES), involving the processing of millions of citizens’ data, […] will detect over-stayers but not tackle any of the underlying causes and, taken on its own, has no means to reduce the number of over-stayers, other than perhaps functioning as a mild deterrent.”
In the same line, the French Decree that establishes a national database of biometric identifiers does not demonstrate how such database will enable the establishment, delivery, and invalidation of identity cards and passports, and to what extent its use will be more efficient than other methods that do not imply the constitution of such a database. In relation to the purpose of preventing and detecting falsification and counterfeiting, the comments we made previously, in relation to Regulation 2019/1157, apply. As regards the access of law enforcement and of intelligence services to these identifiers, our previous comments apply as well. No evidence has been brought to demonstrate, as required by the ECtHR, that access to such an identity cards database, including a digital facial image, is an efficient means to combat terrorism and threats to national security, and to what extent. In addition, practical societal impacts that would cause a prohibition of such access have not been evaluated, taking into account the views of society and potentially divergent opinions regarding the need to handle such impact. In a related field, the Article 29 Data Protection Working Party noticed, in 2004, that the framework decision on data retention, which proposed a «comprehensive storage of all traffic data, user and participant data», was not accompanied with «any persuasive arguments that retention of traffic data to such a large-scale extent is the only feasible option for combatting crime or protecting national security».

This is incidentally the very reason for which the CJUE declared later on that the data retention directive was contrary to the EUCFR.

Similarly, in the proposal for an Artificial Intelligence Act, the use by law enforcement agencies of ‘real-time’ remote biometric identification systems in publicly accessible spaces is not connected to the purpose of harmonising rules for the development and use of artificial intelligence. Therefore, this restriction of rights is inefficient to reach the purpose. If we consider that the legislation also pursues the purpose of combating crime and threats to internal security, a series of evidences must be provided. Evidence must firstly show that those crimes and threats may be efficiently combatted through remote biometric identification. It must also show the extent of its added value. Evidence must in addition demonstrate the practical social impacts that would be caused by a prohibition of the measure foreseen, taking into account the views of society and potentially divergent opinions regarding the need to handle such impact.

Finally, evidence should contradict the studies that, for example, demonstrate that CCTV surveillance and biometric recognition have a very weak impact in combating crime. For example, it is reported that, in the United Kingdom, systems have so far “shown minimal ability in actually leading to arrests, with just two people being arrested in trials in London in which over 25,000 people had their faces scanned by police cameras”. The public administration specialist Guillaume Gormand evokes, for his part, «the inconsistent results of a fantasised technology», after having assessed the Montpellier video-surveillance system.

At this stage of the analysis, we can notice that the three legislative instruments under scrutiny fail the part of the necessity test relating to the efficiency of the interference with fundamental rights. Consequently, they fail the entire analysis based on the “necessity” requirement.

5.2.3. ISSUES RELATING TO MINIMISATION

It appears difficult to make an exhaustive analysis of the respect for the principle of minimisation of current laws and practices that organise the possibility of biometrically identifying citizens and residents. Indeed, this requirement must be assessed taking into account the purposes, the efficiency, and the added value of legislative provisions and practices, which the states and the European Union failed to demonstrate. In particular, this requirement implies the need to identify the data that is necessary in relation to each purpose.

However, even without this information, it seems very challenging to sustain that the proposed personal data processing operations do not go “further than needed to fulfil the legitimate aim being pursued”, and, in particular, that they are strictly necessary, both for the “safeguarding of the democratic institutions and [...] for the obtaining of vital information in relation to their purposes.”

Indeed, before these legislations, the management of national identity cards, the offer of electronic services, the possibility to cross borders, the existence of security standards, and the combat against terrorism and national security threats were already effective. In contrast, the measures at stake
concern the whole population, before any prohibited action has been attempted, based on the processing of personal data that is among the most sensitive, along with DNA. Indeed, biometric data constitute super universal identifiers, which may be both of a highly identifying nature and highly irrevocable, in the sense that they may be irremediably linked to a person – even though they are not insulated from usurpation. As a result, if biometry is implemented in order to ensure a precise match, any control, whether arbitrary or justified, based on real facts or on a computer-based classification subject to approximations and errors, or even based on the collection of an evidence deliberately created after a theft, makes it possible to identify with certainty a unique natural person, which will neither be able to deny that the biometric data designate them, nor to change such data within the framework of their futures activities. This, taking into account that controls might be operated remotely and thus might be, in practice, invisible.

Consequently, there is an apparent but clear imbalance between the purposes that are put forward, which appear likely to be reached through the implementation of alternative measures, and the seriousness of the interference with human rights. This interference impacts primarily the right to private life, to intimacy, to self-determination, and to dignity. Moreover, behavioural recognition technology may impact the right to non-discrimination, the right to hold a belief (which is an absolute right), and the right to a fair trial, in cases where a technological decision would reverse, in practice, the burden of proof. In addition, remote biometric identification might impact the right to resist oppression, freedom of movement, and the right to manifest an opinion.

In such a context, current practices that constitute such interference must be stopped, until deeper analysis of their added value for society as a whole. This analysis must establish that there is a crucial and urgent need to create such restriction of fundamental rights, taking into account an established higher interest to do so and an equally demonstrated absence of any weakening of the democratic institutions on that occasion. This must be based on an effective debate provoked at national levels in order to gather citizens’ opinion, as it is ordered by the Council of Europe Convention on Human Rights and Biomedicine. The latter Convention, “the interests and welfare of the human being shall prevail over the sole interest of society or science” and that several legal authors, together with the ECtHR, clarified that “the mere existence of new technologies is far from being a sufficient reason for them to be used”. It is worth reminding that the EDPS itself asked to “reassess the necessity and the proportionality” of the proposal for the regulation on biometric identity cards, even though its opinion has not been taken into account. In the same line, the EDPB and the EDPS, in their joint opinion that calls “for a general ban on any use of AI for an automated recognition of human features in publicly accessible spaces”, put forward the “high-risk of intrusion into individuals’ private lives, with severe effects on the populations’ expectation of being anonymous in public spaces”. Based on the same reason of disproportionate interference with individuals’ fundamental rights, these data protection authorities also recommend a ban “on AI systems categorizing individuals from biometrics into clusters according to ethnicity, gender, as well as political or sexual orientation, or other grounds for discrimination” and a prohibition of “the use of AI to infer emotions of a natural person”.

At this stage of the analysis, it appears that all the practices and texts under scrutiny fail the test of necessity and proportionality.

5.2.4. ISSUES RELATING TO THE PRINCIPLE OF LEGAL BASIS AND TRANSPARENCY

As seen previously in the current study, interferences with freedoms must be established on a legal basis, such notion referring to a law or other legal instrument that complies with domestic and international law.

1) LACK OF APPROPRIATE LEGAL BASIS

The legal basis establishing restrictions of freedoms must comply with relevant national and international legislation. However, this does not appear to be the case in relation to both the EU legislation and some national legislation under scrutiny.
Indeed, Regulation 2019/1157 on strengthening the security of identity cards declares itself to be based on article 21 of the Treaty on the functioning of the European Union (TFEU). However, this article does not cover the provisions that impose biometric identifiers in identity cards. Likewise, it does not cover the provisions that organise the practical possibility, for member states, to collect such identifiers.

The proposal for a regulation on artificial intelligence declares itself to be based on article 114 TFUE and article 16 TFUE. However, article 114 does not cover the possibility to authorise member states to use biometric technologies in public areas. In the same line, article 16 appears not to be appropriate because the protection of personal data is not "one of the essential aims or components of the rules adopted by the EU legislature", as highlighted by the EDPB and the EDPS. Worse, the proposal for a regulation does not organise a personal data protection. On the contrary, it does authorise the use of artificial intelligence technologies which are currently not allowed, unless it is demonstrated that they comply with the provisions of the ECHR, of the EUCFR, and of the GDPR or the Police-Justice Directive. In addition, the proposal for a regulation does not clarify whether the GDPR and the Police-Justice Directive apply to the provisions it introduces. Finally, this proposal does not organise independent oversight in situations other than ‘real-time’ remote biometric identification in publicly accessible space for LE purposes.

At national levels, in democratic societies governed by the rule of law, the parliament should be the only legitimate authority that can adopt, after proper debate, provisions that imply high risks for fundamental rights and civil liberties. Member states that use regulatory acts, in order to establish the processing of biometric identifiers or mass surveillance technology, circumvent such parliamentary authority. For example, in France, the national biometric database has been set up by a decree, whereas article 34 of the French Constitution grants to the parliament the power to determine "rules relating to criminal procedure and fundamental guarantees granted to citizens for the exercise of civil liberties".

2) LACK OF EFFECTIVENESS OF PARLIAMENTS DECISION-MAKING POWER

Adopting a law in compliance with democratic rules implies that law is discussed and adopted by a parliament with effective decision-making power, in countries where the Constitution grants such institution with the legislative authority. Any circumvention of this rule should be temporary and duly justified.

However, in some countries, the powers of parliament are undermined by several mechanisms which are often related to separation of powers. For instance, in France, the lawyer François Sureau explains that the establishment of the five-year presidential mandate has suppressed, in practice, the opportunity of a parliamentary opposition. The situation is worsened by the growing habit, analysed in the previous subsection, of circumventing parliament by means of regulatory acts that are adopted without democratic debate.

Disregarding the opinion of legitimate authorities

Either way, whether provisions are adopted by the government or by the parliament under the impulse of the latter, provisions that impact human rights for law enforcement or security purposes often disregard previous contrary opinions from parliamentary members and legitimate authorities such as data protection authorities and supreme courts, both at national levels and at the EU level. This is a worrying situation, because it means that governments and European Institutions do not respect the counter powers that have been established in order to ensure the proper democratic functioning of political systems. Worse, this means that parliaments often do accept to legislate according to the will of the government. And indeed, François Sureau shows that the executive disregard of counter power is also likely to prompt parliamentary members to adopt proposed laws in order to avoid to be deprived from the possibility to discuss further laws of the same kind if they would raise an opposition. In addition, this favours the proliferation or modification of legal texts, which undermines legal clarity and certainty.
We can, for example, note that before Regulation 2019/1157 on strengthening the security of identity cards was adopted, the EDPS recommended “to reassess the necessity and the proportionality of the processing of biometric data (facial image in combination with fingerprints)” before adopting such a measure. This recommendation has been ignored.

The EDPS also recommended that the proposal “explicitly provides for safeguards against Member States establishing national dactyloscopic databases in the context of implementing the Proposal”, clarifying that “a provision should be added [...] stating explicitly that the biometric data processed in its context must be deleted immediately after their inclusion on the chip and may not be further processed for purposes other than those explicitly set out in the Proposal”. This recommendation was also not transcribed in the adopted regulation.

Previously, the EDPS criticised the access granted to law enforcement to the EURODAC systems but its opinion was not taken into account.

Another example of the tendency to disregard contrary opinions from legitimate authorities is given by the French decree that organises the constitution of an ID cards database including biometric identifiers. This decree was adopted after the French Constitutional Council considered unconstitutional a previous law that was trying to create this very same database. The Constitutional Council observed that “taking account of the nature of registered data, of the scale of the processing, of the latter’s technical characteristics and of the conditions set-up for its consultation, [the submitted provisions] interfered with the right to private life in a manner that cannot be considered as proportionate to the aim pursued”. The government managed to ignore this prohibition.

The proposal for an Artificial Intelligence Act is still under discussion, but we can note that, at this stage, several voices called for either a demonstration of the necessity and proportionality of the use of biometric recognition technologies in public spaces, or for a general prohibition of such technologies. Beyond the NGO campaign in that sense, these voices include the EDPB and the EDPS, as well as members of the European Parliament, on an individual basis and collectively. In a press release dated 29 June 2021, the members of the European Parliament call for safeguards “against mass surveillance” in the context of “the use of Artificial Intelligence in law enforcement and the judiciary”, including a “permanent ban on the use of biometric details like gait, fingerprints, DNA or voice to recognise people in publicly accessible spaces”. They also state that “facial recognition should not be used for identification until such systems comply with fundamental rights”.

**Reversal of ECHR and EUCFR values**

Parliamentary opposition, and more widely citizens’ opposition, is further weakened by the form of communication which has been employed by public authorities for at least two decades, as already evoked previously in the current study. This communication indeed promotes security at the top of freedoms while security should be presented as an exception to freedom. At the same time, the use of highly questionable assertions stigmatises the persons who question the legitimacy of public authorities to access their personal data, which does not make it possible to set the terms of objective debate.

In addition, oral and legal statements very frequently use a vocabulary that presents interferences with rights as measures protective of these very rights.

For example, Regulation 2019/1157 on strengthening the security of identity cards declares that its first aim is to “facilitate the free movement of persons while ensuring the safety and security of the peoples of Europe, by establishing an area of freedom, security and justice”, whereas it organises the possibility to seriously interfere with all EU citizens’ and residents’ private life and dignity before any beginning of execution of a criminal offence.

The proposal for a regulation on artificial intelligence declares that it aims at enhancing “governance and effective enforcement of existing law on fundamental rights and safety” whereas it organises the possibility to use biometric identification on any EU citizen and resident in public places.

The impact assessment that accompanies the proposed artificial intelligence act seriously assesses risks to a series of fundamental rights. However, the proposal itself merely welcomes the fact that restrictions posed to the freedom to conduct business and to the freedom of art and science, “when high-risk AI technology is developed
and used”, are “proportionate and limited to the minimum necessary to prevent […] infringements of fundamental rights”798. Such assertion reverses the value of freedoms since the right to private life supersedes in this case the freedoms to conduct a business and the freedom of art and science799.

At the national level, we can observe that the French law establishing a national database including biometric identifiers, and declared unconstitutional in 2012, was named “law relating to the protection of identity”800.

All the above-mentioned acts demonstrate that actual stakes are not appropriately taken into account. Further, their terms leave the impression that their real actual objective is to give to states the means to monitor citizens, while using a rhetoric that aims to make this objective acceptable. In this respect, a specialist of the topic noted, in 2006 already, that risks to fundamental rights “are reinforced by the objective of interconnection of the whole of security files at the European level”801.

These considerations might appear beyond the topic of the discussion but they are of utmost importance in a context where democratic guarantees against arbitrariness can only be established by laws that are adopted in the respect of democratic rules. Where the latter rules are disregarded, legal provisions adopted in that context cannot be assumed to be proportionate. This leads to call for a moratorium in relation to the establishment of most sensitive interference with human rights, such as the collection and the use of biometric identifiers concerning all EU citizens and residents, for the time required to both conduct an effective assessment of the democratic functioning of EU institutions and of its member states, and to draw conclusions relating to what must be implemented in order to correct this situation.

5.2.5. LACK OF OTHER GUARANTEES

Guarantees and safeguards aim to establish a framework that ensures that the decisions that have been made in order to ensure the necessity and the proportionality of a restriction of freedoms will happen.

An indispensable guarantee is transparency. This transparency must be binding on the person, institution or authority that implements the restriction of freedoms. Transparency must also ensure foreseeability for citizens. For these reasons, transparency must be primarily ensured in the law.

This implies that the law must clearly define the scope and manner of exercise of limitations of rights, including the grounds and circumstances that may base their authorisation, the procedures to be followed to authorise and implement them, the limits of the power, especially in terms of duration, as well as the procedures and modalities for effective supervision of compliance with these safeguards, by an independent authority, at several stages, from the decision to recourse to the measure that will interfere with rights, to the termination of such measure.802

LACK OF TRANSPARENCY OF PRACTICES

However, in relation to video-surveillance, we noticed that information is often missing in relation to the purposes pursued. Other information relating to surveillance operations is also often missing, for example in the United Kingdom and in France803.

LACK OF SAFEGUARDS IN LEGISLATION

In EU regulation 2019/1157 as well as in the proposed Artificial Intelligence Act, proposed guarantees are globally insufficient.

For example, Regulation 2019/1157 only prohibits the storage of biometric identifiers for more than 90 days. It does not exclude their storage for other purposes, and it simply refers to national law for the determination of such purposes.

Similarly, the proposal for an artificial intelligence act only frames the use of ‘real time’ remote biometric identification in publicly accessible space for LE purposes. It simply refers to national law for usage that would be posterior to a recording, as well as for usage for intelligence purposes.

In addition, neither of these legal instruments provides for guarantees that national data protection authorities will have the effective powers and capability to supervise such interferences with fundamental rights.
Similar conclusions may be drawn in relation to border management and cooperation policies. In particular, it appears that they do not properly ensure the security of the Schengen Information System, which gathers biometric information on several categories of persons, such as missing persons or irregular migrants.804

This takes place in a context where, more generally, the powers granted to the public authorities at national levels, in their prevention and surveillance missions, are increasing but are rarely appropriately framed805 in relation to their definition and scope806. To this we can add that certain practices are not disclosed. Their opacity appears to be organised by intelligence services themselves807, where it is not due to classification as a defence secret808.

**LACK OF EFFICIENCY OF LEGAL REMEDIES**

Moreover, the issue of the efficiency of legal remedies against the powers of law enforcement agencies and intelligence services, before courts and other legitimate institutions such as data protection authorities, can be legitimately raised. Indeed, the decisions of these authorities are chronically not followed or fulfilled by executive authorities, which regularly maintain or reintroduce legislative proposals that have been ruled contrary to the Constitution or to the ECHR.809 This issue might command in itself a debate, at the EU level, on the ways of giving back to these authorities the powers they are owed in a democratic society governed by the rule of law.

Consequently, practices and European legislation under scrutiny do not appear “to give the individual adequate protection against arbitrary interference having regard to the legitimate aim of the measure in question”810. They also do not appear to exclude any “abscurity and uncertainty as to the state of the law”811. We can draw the same conclusion in relation to the French decree that establishes a national biometric database. Indeed, this decree has been adopted after the French Constitutional Council considered unconstitutional a previous law with similar provisions, for lack of proportionality and safeguards.812

This conclusion is also the one drawn by several legal authors. For example, Sylvia Preuss-Laussinotte shows that, in relation to personal data processing activities for the purpose of security, “the European Union made the choice to place this question from a perspective of respecting fundamental rights. But [this protection], in practice, appears very formal and ineffective […]. That comes in addition to a series of unsolved technical dysfunctions and to issues raised by the conversion of biometric data into real public data, stored in a considerable number of computing systems”813.

**5.2.6. CONCLUSION OF THE NECESSITY AND PROPORTIONALITY ASSESSMENT**

All the practices and legislation that we analysed fail the analysis of necessity and proportionality. This means that they violate fundamental freedoms, at least the rights to private life and to personal data protection. As such, they are contrary to the ECHR and to the EUCFR.

**AT THIS POINT, IT IS WORTH RECALLING THE FOLLOWING STATEMENT FROM THE ECHCR:**

“The Contracting States [do not] enjoy an unlimited discretion to subject persons within their jurisdiction to secret surveillance. The Court, being aware of the danger such a law poses of undermining or even destroying democracy on the ground of defending it, affirms that the Contracting States may not, in the name of the struggle against espionage and terrorism, adopt whatever measures they deem appropriate.”814

Indeed, “the mere existence of new technologies is far from being a sufficient reason for them to be used”815. If guarantees of necessity and proportionality cannot be given, the practices under scrutiny must be stopped, and the legislation that bases them must be repealed. This concerns at least the collection of highly identifying biometric data, and biometric and behavioural recognition in publicly accessible places.
5.3 RISKS FOR HUMAN RIGHTS

5.3.1 RISKS FOR THE RIGHT TO PRIVATE LIFE

1) DISPROPORTIONATE LOSS OF OPACITY FOR THE INDIVIDUAL

The first impact of the use of mass surveillance technology is a restriction of the right to live “away from unwanted attention.” Indeed, opacity of the individual is also protected in publicly accessible places, to the extent that no other right or interest imposes a necessary and proportionate restriction of confidentiality. Legitimate restrictions include, non-exhaustively, those needed for interacting with other human beings, and those needed for preventing and repressing offences (which must also be necessary and proportionate in their definition). The necessity and proportionality of these restrictions are supposed to be ensured by applying national law, which transcribes these principles into specific rules. For example, civil codes generally provide for civil liability in case of fault or neglect, and procedure penal codes frame the powers of police services.

The latter procedural legal framework provides for one particular rule which is of utmost importance: the prohibition on restricting freedoms before a prohibited action has been, at least, initiated. Exceptions to this rule must be particularly justified, temporary, and framed.

As a result, a permanent surveillance of public places, before any offence has been initiated, is, as such, a violation of the right to private life since it cannot be justified. The ECtHR recalled many times that surveillance is prohibited “where there is no link between the conduct of the persons whose data are affected and the objective pursued by the legislation at issue.” This covers indiscriminate video-surveillance. This covers a fortiori any initiative that would lead to follow the tracks of a person in several places, or to remotely identify a person using biometric identifiers, in real time or after recording.

This also covers the general and indiscriminate retention of biometric identifiers, relating to all citizens and residents. Where biometric identifiers are of a high quality, they enable to identify individuals “with precision in a wide range of circumstances.” Consequently, their “blanket and indiscriminate” collection, by public authorities, in relation to persons who are not under investigation or convicted of offences, constitutes a violation of the right to private life, and it “cannot be regarded as necessary in a democratic society.” The ECtHR issued this decision in relation to the fingerprints of former suspects of offences. It is undoubtedly also applicable to fingerprints and to identifiers that enable facial recognition, relating to the whole population of a country or relating to all migrants. Indeed, migration cannot be considered as an offence since it is protected under the right to freedom of movement.

No argument can be put forward against this rule in a political democracy governed by the rule of law. Especially, internal security is not a sufficient justification. The existence of technology is also not a justification. In this respect, the ECtHR recalled that “the use of modern scientific techniques cannot be authorised at any cost and without carefully balancing the potential benefits of the extensive use of such techniques against important private-life interests.”

2) UNJUSTIFIED LOSS OF PERSONAL DEVELOPMENT AND OF PERSONAL AUTONOMY

Surveillance also impacts the rights to personal development and to personal autonomy. Indeed, individuals who feel they are being monitored may have a tendency to censor themselves. They might, as a result, not behave as they would have preferred behaving, especially for fear of engaging in behaviour which might be perceived as deviant. They also may avoid meeting another person in a monitored publicly accessible place. It is important to recall that this impact exists independently from the fact that the individuals concerned suffer,
physically or psychologically, from it. The impact exists per se, insofar as it creates the possibility for self-censorship. Such impact is higher than the impacts caused by online surveillance, because surveillance in public places is more difficult to circumvent. It is not permissible in a democracy governed by the rule of law, if not necessary, proportionate, and duly justified. These requirements especially imply that the conduct of each person that is likely to be monitored has a link with the purpose of the legislation that motivates the first monitoring action (such as video-surveillance), and that the surveillance operation is of short duration.

3) GENUINE, CURRENT AND SERIOUS THREAT TO SELF-DETERMINATION AND TO DIGNITY

Moreover, "visual and acoustical surveillance", as well as the collection and the processing of biometric identifiers, impacts the right to physical and psychological integrity, as well as the rights to self-determination and to dignity.

Data collected through visual and acoustical surveillance, as well as biometric characteristics that are used to categorise people or to anticipate peoples’ behaviours, relate both to the human body and the human mind. Consequently, they may disclose an important number of "information on a person's conduct, opinions or feelings", which are very intimate and which may further be biased. Biometric identifiers such as facial templates and fingerprints relate to the human body and are, by nature, highly intimate.

Taking into account their highly intimate nature, these categories of data particularly carry the risk, where processed, of amounting to a "datafication of humans", which entails several possible impacts. A first possible impact, for the person concerned, is the risk of being treated with a lesser level of respect, compared to situations where decisions are made outside any personal data processing. Indeed, decisions are, in such cases, firstly made on data and not on individuals. In this line, Christiane Wendehorst and Yannic Duller observe that, according to Anton Alterman, "the use of objectified characteristics of humans for identification purposes by others is viewed as a contradiction to Kant’s fundamental principle that people are to be treated as ends in themselves, never merely as a means."

The processing of such intimate information may therefore wound the dignity of people concerned, thus impact them psychologically.

Another possible impact, for the person concerned, is the risk of being subjected to an illegitimate decision, without any possibility of escape. Indeed, as previously evoked, biometric identifiers, where they are implemented in order to ensure a precise match (or where they are considered as such, rightly or wrongly), are super universal identifiers, in the sense that they are both of a highly identifying nature and highly irrevocable. Consequently, any control enables the identification of a natural person with certainty. This person will neither be able to deny that the biometric data designate him or her, nor to revoke such data for the future. This, taking into account that any kind of control is conceivable, whether arbitrary or justified, based on real facts or on a computer-based classification subject to approximations and errors, or even based on the collection of an evidence willingly created after a theft. Moreover, controls might be operated remotely and thus be, in practice, invisible.

Biometric data, insofar as it may be used by a third party including a state, represent therefore a genuine, current and serious threat to the right to self-determination and to human dignity. Both these rights suffer no limitation in a democracy governed by the rule of law.

5.3.2 RISKS FOR THE RIGHT TO FREEDOM OF EXPRESSION AND OF ASSEMBLY

The right to self-determination that is protected under the right to private life enables the exercise of other freedoms, such as the freedoms of expression and of assembly.

In this respect, Yves Poullet raises the following issue: "Can we envision a true freedom of expression where everybody feels they are being watched in relation to their choice and activities?"

Indeed, disproportionate surveillance may induce self-censorship, as shown by the EDPB: "The
intensive use of video devices has an impact on citizen’s behaviour. Significant implementation of such tools in many spheres of the individuals’ life will put an additional pressure on the individual to prevent the detection of what might be perceived as anomalies. De facto, these technologies may limit the possibilities of anonymous movement and anonymous use of services and generally limit the possibility of remaining unnoticed.

We previously analysed that the risk of self-censorship is sufficient, per se, to observe an interference with the right to freedom of choice, of expression or of assembly, where it is based on the processing of personal information. This being said, this impact has also been shown to happen in practice. In relation to online surveillance, the Council of Europe reports that, in 2013 and after NSA surveillance had been exposed, 28% of American residents who answered a survey declared that they “curtailed or avoided social media activities”. The Council of Europe further reports that, amongst people who were interviewed, 24% have deliberately avoided certain topics in phone or e-mail conversations; and 16% have avoided writing or speaking about a particular topic.

Self-censorship is a kind of impact on the right to self-determination, because it impacts individuals’ behaviours. It might be induced by any kind of massive surveillance, including video-surveillance. This is all the more the case with biometric surveillance. Incidentally, such behaviour impact is even one of its objectives, at least in the eyes of some public representatives.

Consequently, facial and behavioural recognition in publicly accessible places may impact the right of assembly and association. This has been shown by the German Supreme Court, which stated in a 1983 decision that “those who count with the possibility that their presence at a meeting or participation in a civil initiation be registered by the authority will be incited to give up practising their basic rights”. Consequently, facial and behavioural recognition in publicly accessible places also impacts, in theory and in practice, the right to freedom of expression. It is worth recalling that freedom of expression is an “essential foundation of democracy and the rule of law and “one of the basic conditions for its progress”. This approach is also the one of the EU, which can be summarised by quoting the EU Parliament: “freedom of expression in the public sphere has been shown to be formative of democracy and the rule of law itself, and coaxial to its existence and survival”. Consequently, states have a positive obligation to ensure the effectiveness of these rights, which implies giving citizens the confidence that they can express themselves without fear. This implies, in particular, to not monitor individuals where not duly justified, necessary and framed, including a limitation in time. This also implies, for public authorities, to not communicate in a way that stigmatises the persons who carry contrary opinions.

5.3.3 RISKS FOR THE ABSOLUTE RIGHT TO HOLD A BELIEF

It is reported that some advanced technology, called “brain computing-interfaces (BCI) […] measure neuro activity and translate brain activity into machine readable input”. These might allow “the detection of thoughts or intent and possibly also [influence] operations of the human brain”.

More generally, several technologies are developed in order to identify or infer “emotions, thoughts or intentions of natural persons on the basis of bio-signals”. Several experiments have especially been documented.

These technologies may have an impact on individual thoughts, by manipulating them or by inducing self-monitoring. Such impact, based on the processing of personal data, contradicts the right to hold a belief, which is an absolute right.

Consequently, these technologies cannot be used without informed consent of the people concerned. This requirement is applicable to the pursuit of internal security purposes as well as to the prevention and repression of criminal offence. Indeed, states are bounded to the respect of the ECHR.
5.3.4 RISKS LINKED TO ERRORS AND THEFT

Biometric systems are liable to errors. In addition, biometric identifiers are susceptible to theft. These situations induce a number of impacts on fundamental rights.

1) TECHNOLOGY-BASED ERRORS

Bernadette Dorizzi explains that biometric systems are subject to two types of errors. The first one, called “false match”, leads the system to falsely recognise or authenticate a person (in this latter case, it is called “false acceptation”). The second one, called “false non-match”, leads the system to not recognise or not authenticate a person, where it should. Depending on the quality of the identification system implemented, errors may occur at a significant scale. In this respect, several authors argue a frequent failure to seriously assess technology risks. In particular, Edgar A. Whitley and Gus Hosein explain that, at the EU and the UK level, “not a single feasibility study or technology study was introduced to inform parliamentarians about the advantages, disadvantages, or potential failure [...]. The common view [...] was that because the technology was approved by UN bodies [...]. The ICAO did not scrutinize the technology in detail either, however. [One of its members] admitted that [...] they were unsure of the abilities of the technology to match their goal”. Authors conclude that policies are “never adequately reviewed at any level as each level presumes that the other level will or has done it”.

In addition to these weaknesses, it is worth noticing that the efficiency of biometric recognition is not the same depending on the colour of the skin and its potential imperfections (such as in case of skin disease).

A striking example of errors due to false match is provided by an independent report, from an expert on surveillance at Essex University. The report concludes that the facial recognition system used by the London Metropolitan Police is “verifiably accurate in just 19% of cases”, which means that 81% of ‘suspects’ flagged by [the] technology [are] innocent.

2) HUMAN BASED ERRORS AND WEAKNESSES

A set of technology is developed with the aim of evaluating or classifying natural persons, based on their physical characteristics or their behaviours, in a variety of purposes. These purposes include the evaluation of people’s personalities and trustworthiness.

The construction of the categories used, as well as the way the technology processes these categories, is human-based and subjective. As a result, errors may arise.

The way in which technology is implemented may itself lead to unpredicted and unwanted impacts. Especially, it may “reinforce race or ethnic stereotypes” as well as any other kind of stereotype. For example, if a particular population is more represented than another in the biometric database, there is a chance that the number of positive matches will be higher in relation to that population, thus leading to “negative discrimination against them”. Where an area of a given city is more monitored than another part of the same city, more incidents may be observed in the places under monitoring than in other areas. More generally, Guillaume Gormand shows that the monitoring of certain places implies the application of certain filters in terms of people to be followed or of particular actions to be scrutinised. The creation of these filters is not based on “formal and specific rules”, but on a set of parameters that are highly subjective and linked to the experience, training, views and missions of the operator. As a result, these filters may lead to “a significant degree of injustice”.

Another example of human weakness is given by the same author. He reports that in a video-surveillance system it is not uncommon for officers in charge of surveillance to be tempted to point the camera at women, based on their physical appearance. In addition to constituting a diversion of the system’s purposes, this constitutes a gender-based discrimination, due to a personal tendency of operators to discriminate between genders.

Finally, it might be argued that the choice of biometry – and, further, video-surveillance – in order to fulfil a purpose of security is, in itself, a
human-based course error. Indeed, as highlighted by Agamben, biometric identification does not bring any security; it only enables – eventually – the identification of persistent offenders and persons who are already known for being in the course of preparing an offence. It is the reason why biometric surveillance, as well as video-surveillance, appears to be disproportionate. Indeed, both result in the monitoring of a majority of persons who are absolutely innocent and should not be under scrutiny.

Worse, it appears that a reasonable number of persons whose photographs are stored in some databases used to compare results from video-surveillance have not been convicted of any offence, which means that they are perfectly innocent. It is the case with the United Kingdom biometric database. Even though a court decision has ruled that such photographs should be deleted, the Home Office explained that it would be “extremely lengthy and resource intensive” to do so, because “the police national database does not link custody images to individual crime records”. Moreover, the UK Commissioner for the retention and use of biometric material observed that the “somewhat anarchic situation”, in terms of facial images governance and standards, “runs the risk of false intelligence or wrongful allegations”. Incidentally, this situation shows that, despite the fact that there is no evidence of the technology’s efficiency to fight criminality, some governments prefer to invest in technological developments rather than in the safeguarding of citizens’ basic rights.

It might be the reason why biometric and behavioural research focuses on prediction and anticipation, in an ideal of anticipating crime before it is committed. However, in a democratic society governed by the rule of law, the restriction of a freedom based on a prediction of behaviour is not admissible. Indeed, the prediction of behaviour constitutes, per se, a violation of the right to hold a belief, of the freedom of self-determination and of the freedom of free-will. In the end, it constitutes a violation of human dignity. This principle also applies to the industry.

3) RISKS OF THEFT OF BIOMETRIC IDENTIFIERS

Biometric data may be vulnerable to risks at four levels, which are presented below. They correspond to four possible attack strategies.

• At the data subject level

In standard authentication systems, basic rules of security such as a password make it possible to reasonably prevent the extraction of sensible information. The use of tools such as a password wallet or a cloaked password can deceive or postpone even coercive action against the holder of the information.

In biometric authentication systems, original biometric identifiers cannot be hidden. Consequently, the standard theft of personal items may be sufficient to reconstruct biometric data without the knowledge of the person concerned. For example, the theft of a glass or of a high-resolution photograph may enable access to fingerprints and characteristics of the face and iris. In extreme cases, coercive measures may enable attackers to obtain the biometric identifier (such as fingers for fingerprints), with no possibility, for the victim, to mislead them.

• At three other levels that might be located either on the side of the person to be identified, or remotely.

  o The device that captures the biometric data to be compared to the database (example of a fingerprint reader).

  o The technology that assesses whether a match exists between the original data and the data included in the database (this technology is in the system that contains the biometric identifiers database).

  o During the transit between the capture and the matching phases (which is usually the network used to carry the data).

In standard authentication systems, if basic rules of security are implemented, the impact of a theft, at the three above-mentioned points of attack, is generally quite reduced whereas the impact of the theft of a biometric identifier is, in contrast, of a very high nature.
Indeed, in classical authentication systems, identifiers such as passwords are generally protected with a cryptographic technique, which turns the original identifiers into a degraded version of it, called a “hash”. The use of a hash makes it possible to recognise a match between the hash and the original identifier, but not to recreate the latter. Each “hashing” procedure applied on the same identifier will provide for a different hash. As a result, a theft of a hash has limited incidence, because the hash can only be reused on the service that produced the hash. This hash will not be reusable on other services.

Further, even if not hashed, the theft of an identifier might have the same limited incidence if the security rule that requires different passwords for different services is followed.

In biometric authentication systems, the biometric identifier cannot be hashed. It is only transformed into a “feature vector”, which is a reduced version of it. This reduced version does not enable, as such, the recreation of the original biometric identifier (for example a face or a fingerprint). However, for a same biometric identifier, the feature vector will be the same each time the same encoding technique is used to create it. In case different encoding techniques are used by several providers, a feature vector obtained with one of them is commutable into a feature vector obtained with another encoding technique. Consequently, any interception of feature vector can lead to data reuse on multiple services, in the pursuit of numerous purposes, without the person concerned being aware of it.

In addition, in classical systems, a theft of a password can be easily countered by a modification of this password, on the service concerned. In case the password is used for several services, the modification must only be spread to these very services. In biometric authentication systems, the original biometric identifiers (such as a face image or a fingerprint) will be usable, by design, on every other biometric based system. However, this identifier cannot be changed. Even if a modification was possible, it would not be sufficient to bring it in the compromised system. The modification would have to be spread in all existing systems that use the same identifier.

4) IMPACTS IN TERMS OF REVERSAL OF THE BURDEN OF PROOF

Technology-based and human-based errors are worrying in relation to biometric identifiers, because these identifiers are presented as “the most reliable ways of perfecting […] trust”.

Indeed, a lack of identification, for example at an airport when crossing borders, may lead to a deprivation of the freedom of movement. The identification of persons by mistake may lead to unjustified deprivation of liberty or to discrimination, depending on the aim that is pursued. In the United Kingdom, it is already reported that “there are lots of people who have been wrongly stopped by the police and – in some cases – had some quite traumatic incidences as a result.”

A lack of identification might also result in a violation of the right to a fair trial if the use of biometry leads to a reversal of the burden of proof.

In all these situations, the victim of a mis-identification may have to demonstrate this mistake. However, under the ECHR legal system, the burden of demonstrating the necessity and the proportionality of a restriction of freedom is borne by the person or the entity that decides to bring this restriction. This reversal of the burden of proof therefore impacts several rights, mentioned above, in violation of the ECHR.

Finally, it is worth noticing that this reversal of the burden of proof also represents an unlawful fusion between authentication and accountability. In the present case, the reason is that a mistaken identification leads to attributing to the wrong person a particular treatment afforded to someone else. There are several other examples of attribution of liability, to a person, based on his or her identification, whereas there is no formal link between identity and accountability. The most powerful example of this is the IP address, which may identify the holder of an Internet account.

There were several temptations to consider the holder of an IP address as being the potential author of a penal offence committed on the Internet, despite the unreliability of this identifier. Temptations of the same kind are even more to be feared in relation to biometric identifiers, which are widely reported as trustworthy.
5) IMPACTS ON THE RIGHT TO A FAIR TRIAL AND ON HUMAN DIGNITY

Negation of the presumption of innocence

The mass monitoring of publicly accessible places leads, according to Yves Poullet, to the stigmatisation "any individual as a suspect, by default". This is directly contrary to the presumption of innocence. Further, the author observes that such a negative representation of the human being may ultimately induce behaviours that will then justify the surveillance practices. This would directly hurt human self-determination and human dignity.

Negation of the principle that offences and penalties must be defined by law

As a result of this general stigmatisation, and because the factors that are monitored are generally not known, individuals may commit a "fault" without being aware, in advance, that their particular behaviour or action constitutes a fault. This is absolutely contrary to the principle that offences and penalties must be defined by law, in order to ensure foreseeability. This principle is one of the last ramparts against arbitrariness.

Impacts on dignity

In addition, the collection of a biometric identifier induces the possibility that a large number of persons will access this identifier, thus depriving the individual of the possibility to choose who will access this intimate data and how this identifier will be used. This takes place in a context where any single undue access might have terrible consequences, because the identifier cannot be revoked. Before the United Kingdom House of Commons Science and Technology Committee, Professor Martyn Thomas explained in 2005 that "the theft of an individual's biometrics creates a "security nightmare" whereby somebody's biometrics are no longer available to them to authenticate themselves for the rest of their lives". Despite this concern, practices show that more than 15 years afterwards, this kind of security is not the priority of several governments and institutions.

Access might firstly be due to a security issue. We have already analysed that the security of biometric identification systems is relative. In addition, at national levels, some states used biometric identification systems to grant a wide number of services with a power to access databases for internal security purposes, which multiplies risks in terms of undue access and security issues. This takes place in a context where, at the level of certain states, the management of databases containing citizens’ personal information can already be criticised.

This situation leads to a quasi-absolute deprivation of the right, for a person, to consent to the use of his or her biometric information. This appears to be an intolerable threat to human dignity.

6) IMPACTS ON THE CREDIBILITY OF THE FIGHT AGAINST TERRORISM

The use of biometric identifiers for the purposes of security, and more precisely to fight terrorism and manage borders, constitutes in itself a wish to discriminate people based on their physical and biological characteristics. At first glance, the discrimination concerns people who do not benefit from certain rights, compared to persons who benefit from these same rights, based on their authentication. Examples of rights concerned are the crossing of a border or the possibility to stay in a publicly accessible place without being arrested.

However, any use of biometry to predict behaviours, based on physical and behavioural factors, results in the discrimination of persons based on their nature, character, appearance, social origin, or ethnicity. Such discrimination is prohibited by the ECHR.

This is perfectly illustrated by Ayse Ceyhan, who highlights that the EU "still mixes security control logic [...] with utilitarian logic consisting in welcoming qualified migrants". The main feature of this mechanism is its "proactive and predictive function". Indeed, it does not only aim to manage migration flows, but also to detect 'individuals at risk' before their entry into the European territory.

Moreover, a NGO puts forward that the detection of persons "at risk" is mainly based on ethnic characteristics at the European level. It states that the "EU justice and home affairs ministers",...
in response to terrorist attacks that took place in France and Austria, singled out “migrants (explicitly) and Muslims (implicitly) as a problem”, even though they asserted a need to combat all forms of violence which target people on the basis of their actual or supposed ethnic origin, or their religious belief or on the basis of other types of prejudice”.897

The use of criteria such as “homeless” or “foreign appearance”, within the framework of video-surveillance, was also demonstrated by other authors898.

There is therefore an explicit contradiction, a “damning paradox”899 to combat terrorism in the name of values that include the right to non-discrimination, using discrimination based on ethnic and social characteristics. This contradiction, in addition to constituting a violation of the ECHR, undermines the credibility of the fight against terrorism in the name of European values.

Similarly, Franois Sureau, lawyer at the French Council of State and Court of Cassation and a Member of the Acad mie Fran aise, argues that the high restrictions brought to citizens’ fundamental rights in the name of the fight against terrorism “does not add anything” to this fight. On the opposite, he believes that this affords terrorism:

“a victory without a struggle, because it shows how weak our principles were”.900

5.3.5 RISK FOR DEMOCRACY

1) A POSSIBILITY OF ABUSE THAT WAS NEVER REACHED IN HISTORY

We analysed that the processing of biometric data, by a third party including a state, represents a genuine, current, and serious threat to the right to self-determination and to human dignity.901 Both these rights suffer no limitation in a democracy governed by the rule of law, since they constitute the core of fundamental rights.902 In other words, they constitute a zone that cannot be crossed, the “limit to the limits” that “should be respected under any circumstances, [because] its infringement should be unjustifiable”903.

Consequently, the processing of biometric identifiers of a whole national population, and, worse, of the whole European population in addition to people from other countries based on the EU migration policy, as well as, without doubt, data exchanges with other regions of the world904, appears per se impossible to justify as part of an approach that aspires to be proportionate to its purpose, if this purpose is not a purpose of social control.

Such a systematic biometric identification appears far more difficult to justify than the one resulting from the creation of a unique non-biometric national ID, which had however previously stirred up strong emotions at the time of its creation in France905.

The use of biometric identifiers together with technologies that enable biometric recognition or identification, particularly at a large scale in public places, further raises the level of interference with freedoms. The possibility of abusive use and of abusive interconnections, which are already noticed in relation to non-biometric technology and files at government levels906, before any beginning of execution of a prohibited action and without any possibility of revocation, are indeed at their maximal level, a level that was actually never reached in human history.

2) THE CIRCUMVENTION OF DEMOCRATIC CHECKS AND BALANCES

Facing this situation, any political democracy concerned about human rights would have either stopped the use of such technology, or – at the minimum – created the conditions for proper societal debate, in order to collect, understand and take into account opposing views. Such debate is especially commanded by the Council of Europe Convention on Human Rights and Biomedicine907, which clarifies that human dignity must prevail “over the sole interest of society or science”.908 European countries have moreover committed themselves to respect human dignity909.

Instead, the European Union and several member states turn a blind eye and a deaf ear to the legal analyses, opinions from data protection authorities, and court decisions that highlight the unacceptability of practices.910 For at least two decades, we have been experiencing disproportionate restrictions to freedoms that are claimed to be justified by a need
for security, which is presented as conditional to the
exercise of other freedoms, thus operating a reversal
of value. At the same time, “few multidisciplinary
official studies have been made public regarding
the pros and cons on biometric surveillance systems,” as if the impacts of these systems “were secondary.”

Even though some parliamentary members still criticise this approach, one of them having for example termed it a “negation of the key principles of democracy,” public representatives and legal instruments concomitantly resort to assertions that tend to discredit the legitimacy of people who call for a return to the application of the rule of necessity and proportionality. As we analyse it, this form of communication contributes inter alia to weaken parliamentary opposition by discouraging contrary opinions. This takes place in a context where the powers of the parliament might be already undermined by several mechanisms. Such a situation sends out a clear signal that concerned governments disregard counter-powers, which may in turn prompt parliamentarians to adopt proposed laws in order to avoid being deprived of the possibility to discuss further acts. In this regard, François Sureau evokes a “pre-totalitarian” situation, specifying that each time a law is contrary to the philosophy of preservation of freedoms, this very philosophy is lost a bit more as a value.

3) A CLEAR SIGNAL OF UNACCEPTABLE PATERNALISTIC DECISION-MAKING APPROACH

This context as a whole constitutes itself a clear signal that the European Union and States are tempted by social control. We already analysed that such a temptation is inherent to any State. In addition, the mere existence of technology may represent an easy way to follow such a path. Edgar A. Whitley and Gus Hosein observe that “it is no longer the case that technology simply supports the implementation of policy decisions; instead, technology can now be a key driver of innovative practices.”

The notion of social control may cover different situations. It may firstly refer to a conception exposed in the “Surveillance Studies,” in which the government seeks to assert control over citizens, through a surveillance which produces “a knowledge that can build up of individuals, groups [and] legal entities”, and which necessarily entails the urge to guide, modify, correct or normalise behaviours, due to the feeling of citizens to be monitored and to the knowledge gained on them.

Social control may more simply refer to a “paternalistic ‘best interests’ decision-making” that would “overrid[e] or ignor[e]” the “will and preference of persons” who are in a position to give their opinion. Practical examples of such paternalistic approach have been reported, including by Edward Snowden, a French professor of Management Science, and law enforcement representatives in France and in the United Kingdom.

In any case, social control is not acceptable, and paternalistic “best interests’ decision-making” is not a democratic political path. Public institution representatives have no legitimacy to consider themselves as better advised than citizens to make choices that modify the nature of the political regime. On the contrary, the ECtHR recalled that “any State claiming a pioneer role in the development of new technologies bears special responsibility for striking the right balance in this regard.” Through the EUCFR, such assertion is applicable to the institutions of the European Union.

4) THE RISK OF DISAPPEARANCE OF THE RIGHT TO RESIST OPPRESSION

One of the most obvious impacts this situation generates is “the collapse, in the future, of any possibility of effective exercise of the fundamental right to resist oppression, corollary to individual freedom itself.” This was highlighted by one hundred and twenty members of the French Parliament in the context of an attempt by the state to create, in 2012, a biometric identity card, which was qualified as “the file of honest people.” Despite this opposition, the database was established in 2016, by means of a decree.

The preservation of the practical possibility to resist oppression is of utmost importance. This preservation makes it possible to choose liberal democracy as a political system, “not only from Law, which, instead of guaranteeing rights and protecting freedoms, manifestly breaches them, but also from the system which enables that such laws might be issued.”
To illustrate this crucial need, we can cite Raymond Forni, once Vice-President of the French Data Protection Authority and President of the French National Assembly:

“In a democracy, I think that it is necessary that there exists a room for fraud. If false identity cards could not have been manufactured during the war, tens of thousands of men and women would have been arrested, deported, undoubtedly dead. [Without such a room] there is no real democracy”.

Disappearance of the practical possibility to exercise the right to resist oppression is not acceptable in a democracy governed by the rule of law. In essence, such disappearance would mean that liberal democracy itself has already disappeared. It would mean that the core of fundamental rights, including the right to dignity and to self-determination, themselves disappeared – based on the denial of the democratic constitutive elements that are the requirements for necessity and proportionality of any limitation of right.

Actually, the possibility for States to, systematically, uniquely identify any individual, within the framework of a travel or of the search for the perpetrator of an offence, as well as in a multitude of alternative purposes, already constitutes a great threat to the right to resist oppression. Together with the possibility to remotely identify individuals in publicly accessible places, in real time or after recording, it leads, in practice, to the suppression of the very possibility to resist. This has been perfectly shown by a law enforcement representative, who explains the following:

“The benefit of [facial recognition] is to systematically and automatically execute the law enforcement basic acts which are identification, monitoring and search for individuals, while rendering such control invisible. Under the reserve that algorithms are free of bias, it could end recurrent polemic relating to ethnic profiling, since identity checks would be persistent and general. At the same time, it would enable greater responsiveness in relation to the search for vulnerable persons or to the tracking of fugitive offenders. It would also be likely to result in a self-monitoring which would reduce incivilities […] in the same way as the social credit Chinese model”.

5) THE NEED TO SETTLE THE PROPER CONDITIONS FOR UNDERSTANDING AND DEBATING DEMOCRACY AND PRESERVATION OF FREEDOMS

Consequently, citizens must be placed in a position to make a collective choice in relation to the values that society must protect, and in relation to the means to be used in order to enforce such values. States have the duty to ensure that the best contextual parameters are set up in order to enable such opinion to be issued, through the organisation of an effective public debate where necessary. This obligation notably requires disseminating the culture of democracy, human rights and the rule of law, with a view to enabling citizens to understand what is at stake and to make an informed choice, and to enable public and political representatives to make accurate statements.

6) THE NEED TO PUT AN END TO THE MISREPRESENTATION OF REALITY

Indeed, previous analyses show that in a democracy governed by the rule of law, the requirement for security must be considered as an objective that may justify some restrictions of fundamental freedoms. In other words, security is an exception to freedom, to be organised under the strict conditions established in the ECHR.

One of the first conditions for informed, free and frank debate would be to stop contrary assertions, which deny the legal instruments that base human rights preservation. In this respect, Friedrich A. Hayek highlights that “nothing is more fatal than the present fashion of intellectual leaders of extolling security at the expense of freedom”, because it makes citizens lose sight of the very meaning of freedom. In the same line, the legal instruments restricting freedoms should present things as they are, without hiding them under the guise of a reinforcement of peoples’ rights. This is the price for democracy. Human self-determination and dignity cannot be an object of political and marketing games.

Stakes are all the more serious and preoccupying that they seem to be the outcomes of an intention to avoid them – provided the latter is not an excuse.
François Sureau showed it before the French Constitutional Council through this articulated statement:

"After the Bataclan attacks, the husband of a victim published a letter in which he stated [...] ‘You will not have my hatred’. The law maker, for its part, seems to publish at the occasion of each new law an open letter to Daesh in which it declares “You will not have our hatred; but look, you can have our freedoms”.

Indeed, the lawyer noticed that where the lawmaker gives overly vague powers to prevention and law enforcement services, these powers are actually “practically totalitarian”. He considers “paradoxical that such kind of texts be regarded as enabling a victory against Islamic terrorism, whereas it represents the opposite: an abdication, an absolute subjugation, even more striking because of its very excess, to the mindsets of our morals adversaries”.

In such a context, there is a clear need to conduct an effective assessment of the proper democratic functioning of the European Institutions and of the EU member states, and to draw conclusions relating to what must be implemented in order to correct dysfunctions.

Indeed, comprehensive and rigorous analysis of the compliance with fundamental rights of each biometric identification and recognition technology and practice, and the adoption of a corresponding appropriate legislation to base and frame it, can only be ensured in states where democratic checks and balances are effective. These checks and balance include parliaments, courts and independent authorities.

Pending the results of this evaluation, an immediate moratorium should be declared in relation to technologies and practices that are likely to impact self-determination and human dignity. These technologies and practices could be determined through the evaluation of a certain number of criteria such as: (1) the proximity of the data storage to the person concerned and the number of persons who can access it; (2) the accuracy of the biometric identifier; and (3) the existing possibilities to reuse it in other purposes.

Technologies and practices to be prohibited must include the indiscriminate collection by states and by the industry of biometric identifiers of citizens and residents. They must also include real time and post identification in publicly accessible places, such as some states already did in a more or less achieved manner. They must also include biometric and behavioural recognition and classification, performed without the consent of the people concerned. In addition, these technologies must not lead taking decisions against the persons involved or any other human being without the explicit and informed consent of the people concerned.

See subsection 2.3 of the current study.

See subsection 4.1.2.5 of the current study.

See subsection 4.1.2.10 of the current study.

See subsection 4.1.3 of the current study.


See subsection 4.1.2.1 of the current study.

Article 32 of the GDPR requires the implementation of “appropriate technical and organisational measures to ensure a level of security appropriate to the risk”, taking into account, inter alia, “the nature, scope, context and purposes of processing as well as the risk of varying likelihood and severity for the rights and freedoms of natural persons”. Ensuring a level of security appropriate to the risk, determined in terms of likelihood and severity, is the very purpose of a risk analysis – and cannot be done without performing a risk analysis.


The detailed presentation of this requirement can be found in subsection 4.1.3.1 of the current study.

Example of the city of Montpellier, which does not even mention the administrative act that authorises the implementation of video-surveillance: https://www.montpellier.fr/3453-le-csu.htm.

See for example Préfecture de la Somme, Arrêté portant autorisation provisoire d’un système de vidéoprotection : ville d’Amiens 80000, 24 June 2020, in Recueil des actes administratifs, spécial. n° 2020-059 of 26 June 2020, p. 22, https://www.somme.gouv.fr/content/download/32695/201402/file/recueil-2020-059-recueil-des-actes-administratifs-special.pdf. This document only refers to purposes that are authorised by the legislation (Internal Security Code, articles 223-1 s. and 251-1 s.) such as the prevention of terrorism or assistance to persons (article 1, 251-2). This is nonsense, since proportionality can only be assessed in the light of the actual specific purposes that are pursued.
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Decree n° 2016-1460 of 28 October 2016 authorising the creation of a personal data processing relating to passports and national identity cards, article 1, as modified by decree n° 2017-1488 of 28 October 2017. See also Article L122-1 of the Internal Security Code, https://www.legifrance.gouv.fr/loda/id/LEGIARTI000033326510/2016-10-31/.
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See for example Council of Europe, ‘Mass surveillance: who is watching the watchers?’. April 2016. ISBN 978-92-871-8104-6. n° 18, 47, 50 and 53 s. See also Kurt Zindulka, ‘Definitely Not Authoritarian: Britain to Introduce Facial Recognition App for Government Services’, 14 October 2021, Breitbart, https://www.breitbart.com/uk/2021/10/14/definitely-not-authoritarian-uk-to-use-facial-recognition-for-govt-services/. The Author refers to a testimony from the director of the civil liberties campaign group Big Brother Watch, Silke Carlo, before the Committee on Justice and Home Affairs in the House of Lords: “Concerns have also been raised that the use of facial recognition could be used to monitor and potentially clamp down on protest movements. Indeed, Breitbart London reported in February that police forces throughout the country have already been using drones to monitor and track protests, including those against the authoritarian lockdowns imposed by the government”.
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RECOMMENDATIONS
6.1 CONVENE A GENERAL FORUM ON DEMOCRACY, HUMAN RIGHTS, AND THE RULE OF LAW

The impacts of biometric surveillance technologies on human rights require that practices be framed by laws that ensure the necessity and the proportionality of each implementation and each use, in relation to each purpose. This framework must also take into account risks to fundamental rights and freedoms, and implement appropriate corrective measures.

This implies that assessments of necessity and proportionality on the one hand and risk assessments on the other hand are properly conducted. This also implies that the law passed to base practices complies with the requirements of legitimate and clear legal basis. This can only be ensured in states where democratic checks and balance are effective. Currently, it seems not to be the case, at the level of the European Union and at the level of some EU member states.947

Consequently, it appears crucial, first and foremost, to focus on the erosion of democratic structure and processes, and to ensure that the EU and the EU member states undertake the reforms necessary to restore effective checks and balances, and, more generally, to comply with the rule of law. In particular, parliaments must have an effective lawmaking power and must not be circumvented. Courts must be independent and their ruling must be respected and enforced. Data protection authorities must have effective supervisory and decision-making powers and their opinions must be respected and enforced as well. All these authorities and institutions must be adequately equipped and resourced to carry out their missions.

Assessments of compliance with the rule of law might be based on the “Rule of Law Checklist” provided by the Venice Commission of the Council of Europe948. In order to avoid “risks of a purely formalistic concept of the Rule of Law”949, it is important that all the authorities and stakeholders to which the ECHR applies are also subject to the requirements of the rule of law. Authorities include intelligence services, as well as other authorities in charge of internal security. Even though their activities fall outside the scope of Union Law, both the EU and its member states bear responsibility for ensuring that they fulfil their commitment to enforce the ECHR. If the assessment of their activities cannot be envisioned at the EU level, it could be done at the level of the Council of Europe, which already issued recommendations in relation to digital surveillance by intelligence services950. Assessment of compliance with the rule of law should also target the activities of industrial actors that process personal data of individuals, in particular "hybrid (State-private) actors and private entities which perform tasks that were formerly the domain of State authorities, or include unilateral decisions affecting a great number of people, as well as [...] international and supranational organisations"951.
6.2 RESTORE THE CONDITIONS FOR DEMOCRATIC DEBATE

In a political democracy, states must ensure that the best contextual parameters are established in order to enable public debate. They must also ensure that contradictory opinions are taken into account.

This implies that states must avoid any paternalistic attitude from public authorities which result in making choices on behalf of citizens who raised their voices against a particular measure. Public authorities and political representatives bear special responsibility for ensuring that they act according to citizens’ choices, particularly where voices are speaking out about a risk for absolute fundamental rights. Such risk must be taken into account and cannot be dismissed unless contradictory evidence is provided. This must particularly be ensured in circumstances where public authorities are convinced of being right. Indeed, being convinced is not being right.

States must avoid any misrepresentations of reality, including the reality of the legal provisions that base human rights preservation. In this respect and in compliance with the ECHR, security must be presented as an exception to the principle of preservation of human rights. Legal instruments restricting freedoms with a view to ensuring security must be presented as such. Manipulation of opinion polling must be prohibited. The form of communication, itself, should not stigmatise minorities and persons who question the legitimacy of proposals from public authorities. This is the price for democracy and the power of words is not to be underestimated.

Codes of conduct for political and public representatives might be envisioned in order to promote such “ethics of communication”. Their aim would be to reach the ideal of “mutual understanding and acceptance”, which might be, according to the Venice Commission of the Council of Europe, “the main challenge of modern societies.”
6.3 IMPLEMENT HUMAN RIGHTS EDUCATION IN SOCIETY AND IN THE POLITICAL SPHERE, AT NATIONAL AND EUROPEAN UNION LEVELS

Democracy requires that citizens be able to understand what legislation and practices really imply. One of the essential foundations of democracy is freedom of expression, which conditions a constructive exchange of ideas and opinions, and therefore the quality of public debate.

States have a positive obligation to ensure the effectiveness of the freedom of expression. This implies taking appropriate measures which enable citizens to gain the confidence that they can express themselves without fear. This also implies providing citizens with the skills and critical attitude that enable them to face and understand the information they receive, including where this information is harmful to them. Citizens’ education and awareness must include the ability to distinguish between true and false information, the ability to understand the benefits and the risks of measures aiming at regulating their freedoms, and the ability to have a democratic and responsible attitude that respects the rights of others. This right to education is of particular importance and has been especially highlighted in several recommendations of the Council of Europe Committee of Ministers as well as by the European Parliament.

A culture of human rights must be spread amongst political and public representatives, at national levels but also at the level of the European Union. Indeed, in a democratic society governed by the rule of law, it is not acceptable that these representatives make statements and take actions that directly contradict the letter and the philosophy of preservation of human rights. Statements include the promotion of security as the first amongst freedoms, whereas security is only an objective that might – if necessary and proportionate – justify a duly vindicated limitation of freedom. This promotion is sometimes coupled with misrepresentations of facts, which feed the construction of “prejudices and preconceived ideas” in the minds of the general public. Statements also include shifts in meaning that aim to adopt restrictions of freedoms under the guise of protecting them. Practices include the circumvention of parliaments and the denial of decisions of supreme courts and data protection authorities, through the adoption of laws or regulatory acts that ignore their recommendations. These practices and statements demonstrate a lack of a culture of democracy and human rights.

The spread of a culture of human rights could be articulated by including it in schools and other training curricula, including dedicated to “political, media and social elites.” It could usefully draw inspiration from the Council of Europe materials in relation to education to human rights.

The understanding of the letter and of the philosophy of preservation of human rights should also pervade Privacy and Data Protection Impact Assessments (respectively PIA and DPIA). Schematically, a PIA or a DPIA should include a necessity and proportionality assessment, as well as an analysis of risk to rights and freedoms. Currently, most DPIA guidelines reduce the necessity and proportionality assessment to a check of compliance with the General Data Protection Regulation or the Police-Justice Directive. If such an approach might be sufficient in relation to low-risk data processing, this cannot be considered sufficient to assess the other personal data processing. In particular, this is not sufficient to assess laws, policies, and practices that are likely to impact absolute rights such as the right to hold a belief, the right to self-determination, and the right to human dignity.
6.4 DECLARE AN IMMEDIATE MORATORIUM ON TECHNOLOGY AND PRACTICES THAT IMPACT THE RIGHT TO HOLD A BELIEF, THE RIGHT TO SELF-DETERMINATION, THE RIGHT TO HUMAN DIGNITY, AND THE RIGHT TO RESIST OPPRESSION

Several usages of biometric identifiers constitute a violation, or induce intolerable risks, for a series of absolute rights such as the right to hold a belief, the right to self-determination, the right to human dignity and the right to resist oppression. This situation leads to a risk for liberal democracy as a political regime.973

Consequently, it is crucial to ban these practices, during the time required to build the underlying conditions for their democratic assessment, to conduct this assessment, and to submit its results for proper public debate.

Most dangerous data processing methods could be discriminated from others based on the three following criteria:

• The proximity of the data storage to the person concerned

Biometric identifiers should ideally be stored in a chip controlled by the person to whom the information relates, with small administrator rights. This would prevent most misuses. Storage in a central database on a third-party system should be prohibited in principle. Exceptions to this rule should not be allowed, unless duly justified. Admissible justifications might include the need to process fingerprints or images collected during criminal investigations, for the time of the related investigation and for the purpose of finding and prosecuting perpetrators of criminal infringements. Another admissible justification might be the need to keep track of persons who were condemned for a crime and who could re-offend, provided that this conclusion is based on reasons other than their condemnation. Any other creation of a central database should be, at a minimum, subject to the authorisation of the persons whose biometric information is involved. In contrast, local biometrics-based access control system, such as personal mobile phone unlock systems, may constitute legitimate and relatively secure usages, provided that the user is fully informed about the benefits and risks of the technology.

• The existing possibilities to reuse the biometric identifier in other purposes

Any system using biometric identifiers should ideally be designed to avoid, without the informed consent of data subject, the reuse of data, by other data controllers or in the pursuit of new purposes.

• The accuracy of biometric identifiers.

Many usages of biometry do not require a perfect unique world-wide match between a person and the stored biometric identifier. In these situations, identification or authentication could be limited to a decent probability that the technology recognises the person to be recognised, within a group of a greater or lesser size. Research should be encouraged in this respect.

Taking into account the emergency to safeguard crucial fundamental rights without which there can be no political democracy, any practice or technology that does not fulfil, at least, one of these three conditions must be prohibited. In a second phase, these three conditions should be ideally coupled together, unless duly justified contrary need, framed by effective guarantees against abuse.
Technologies and practices that must be banned as a first step include:

(1) The collection and processing, by states and by the institutions of the European Union, of biometric identifiers relating to all citizens on the one hand and to all migrants on the other hand, without further necessary and proportionate discrimination based on justified needs.

(2) The collection and processing, by private entities, of biometric identifiers without the explicit and informed consent of the people involved. This covers the collection of photographs and other biometric identifiers that are publicly available or available on the Internet.

(3) Facial recognition in publicly accessible places.

(4) Biometric and behavioural recognition and classification without the consent of the people concerned. In addition, these technologies must not lead to taking decisions against the persons involved or any other human being without the explicit and informed consent of the people concerned or involved.

In any and all situations, authorised technologies and services should be subject to a proper privacy impact assessment, and their operator should be able to demonstrate that findings of this assessment, in terms of corrective measures and guarantees, were implemented and will be regularly subject to independent supervision.
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7
CASES STUDIES
7.1 FRANCE

7.1.1 STATE OF USE OF SURVEILLANCE TECHNOLOGIES

1) CURRENT OFFLINE USE, BY PUBLIC AUTHORITIES, OF BIOMETRIC AND BEHAVIOURAL MASS SURVEILLANCE TECHNOLOGIES

Identity documents

France issues several secured identity documents, whose delivery has been administered by the National Secure Credentials Agency (ANTS) since 2007. These documents include passports, identity cards, visas, and residence permits. Among these documents, several include a chip which stores biometric information.

Biometric passports have been delivered since June 2009 and biometric identity cards since August 2021. Both include an electronic component which stores the holder’s civil status, address, size, eye-colour, digitalised facial image, and fingerprints, reduced to two fingers. However, citizens can refuse the digital processing of their fingerprints. In such case, fingerprints are kept on a paper copy.

In addition, such data is stored in a centralised database called “File of secure electronic documents” (TES). This file includes the above-mentioned information in addition to the name, birth information, sex, details of descent, and a digital image of the signature. This file also includes the holder’s email address and telephone number, where the data was collected within the framework of certain situations, which are linked to the delivery of the identity document. Such data is stored for fifteen years as a principle, and for ten years where data relates to a passport requested by a minor.

The EU legislation

makes it mandatory to destroy biometric identifiers after the biometric ID card has been issued, unless otherwise required for the purpose of necessary and proportionate processing, established at the national level in accordance with Union and national law. The French legislation’s purposes are the establishment, delivery and invalidation of identity documents on the one hand, and the prevention and detection of falsification and counterfeiting of identity documents on the second hand. In addition, the decree that establishes the biometric database grants access to digitalised facial images, as well as to a series of information such as sex, filiation, eye-colour, email, to – non-exhaustively - law enforcement and specialised intelligence service agents in charge of the prevention and repression of threats to fundamental interests of the nation and of terrorism. Moreover, the fight against identity theft has been added to the list of purposes of the French legislation, by a decree adopted in order to implement the EU regulation on the strengthening of identity cards. Consequently, the “strict necessity” of the French processing to reach such purposes can be questioned, taking into account that other countries having the same needs have chosen to follow the EU Regulation and to delete biometric identifiers after identity cards are issued. The legitimacy of the legal basis for this French biometric database can also be questioned. Indeed, it has been created by means of a decree. However, on such an important issue, the parliament should have been seized, based on article 34 of the Constitution which grants the legislator the power to “determine the rules concerning […] civic rights and the fundamental guarantees granted to citizens for the exercise of their civil liberties”. The French Data Protection Authority issued the same concern.

Video-surveillance

In relation to video-surveillance, the exact number of cameras deployed in France is unknown. Public-driven cameras are mostly implemented by cities without a reporting system being established. Cities have been encouraged to do so by the government starting in 2007, within the framework of a "vigorous national promotional campaign".
Moreover, local authorities may receive important financial support within that framework, notably from a dedicated Interdepartmental Fund.991

However, available figures show that Paris commands 42,500 cameras for a ratio of 3.84 cameras for 1,000 inhabitants.992 “Control centers” are also under deployment in order to “centralise video streams from several stakeholders” such as local authorities and public transportation.993

There is in principle very little public use of CCTV with facial recognition. This is due to the combination of three factors: the lack of a clear legislation basing facial recognition in publicly accessible places, the CNIL’s opposition to such practice outside appropriate legal framework, and a strong opposition from civil society.994

This being said, it seems that facial recognition is used by law enforcement and intelligence agencies, at least in a certain extent, and this takes place in a complete lack of transparency. For example, in 2016, Safran Identity & Security announced that the French National Police was “using its MVI solution (Morpho Video Investigator) to analyse large amounts of video in a short amount of time”, for the purpose of fighting terrorism and ensuring public security.995 However, in 2019, the Ministry of Home Affairs, Christophe Castaner, declared regret that facial recognition was not available. It is reported that he exclaimed: “let’s not be prudish as gazelles!” in order to support the dissemination of the technology. He gave a practical example where investigators had to look at each image of a video-surveillance system themselves in order to localise the author of an attack, whereas facial recognition would have helped to arrest him more easily and sooner.996 As of February 2020, a series of law enforcement and government-affiliated agencies used, without managerial oversight and outside any legal framework, a software aiming to perform facial recognition based on photographs collected on social networks by Clearview AI, which was the provider of this solution.997 French law enforcement agencies were reported to be involved, and the media BuzzFeed News describes that “internal data [listing] employees associated with the office as having run more than 400 searches”. However, France’s Ministry of Home Affairs told the same media “that they had no information on Clearview”.998 In October 2020, the Newspaper Next InPact reported that law enforcement agencies already used facial recognition massively in order to ease investigations. Next InPact specified that the primary database to be used is the TAJ, which contains 8 million photographs relating to, amongst others, persons suspected of committing a penal offence and victims999. Almost 600,000 requests for comparison with this file would have been made in 2019 and 2020.1000

In 2021, the Ministry of Home Affairs signed a contract in order to equip law enforcement with 30,000 body-worn cameras, manufactured by the enterprise Motorola (VB400 model). The aim is to record evidence in case of police intervention and the French President Emmanuel Macron announced, in July 2020, his wish to generalise their use. At this stage, these camera are not used for biometric surveillance purposes, but the Motorola model allows to send live images that could technically be monitored using biometric or behavioural recognition systems, directly or in a second phase. Mobile facial recognition is in addition non excluded from the plans of the Ministry of Home Affairs.1001

Next InPact also reports that, each month, new airports and border crossings are equipped with facial recognition technology.1002

**Surveillance practices during the Covid-19 Pandemic**

During the Covid–19 pandemic, the use of drones by police forces has been revealed. The aim was to verify the respect for lockdown measures, to monitor public protests, to assist investigations, and to monitor some behaviours such as urban rodeos.1003 The French Data Protection Authority (CNIL) sanctioned the Ministry of Home Affairs for these operations. The Authority stated schematically that operations should have been based on a law specifying appropriate safeguards, after completion of an impact assessment. The CNIL also highlighted that transparency towards citizens was commanded.1004 The Council of State also ruled that the use of drones during the pandemic did not comply with the data protection legislation.1005

During the pandemic, other questionable measures have been reported, such as the experiment of a facial recognition software in a Parisian underground station. Six cameras could identify citizens who did not wear a facial mask. The CNIL condemned and put an end to the experiment. In March 2021, a decree authorised public transport operators to use intelligent cameras in order to measure the rate of
mask-use. The CNIL recalled that such technology "is not intended to process biometric data and does not constitute a facial recognition mechanism". Other biometric and behavioural recognition experiments

Several other experiments of biometric and behavioural recognition were reported. Next INpact details several of them. For example, the project VOIE (Open and Integrated Video-protection) aimed to follow individuals and to analyse videos within the framework of legal requisitions. It involved the Paris Police Headquarters, French public transporters, and technology providers Thales, Morpho (which became IDEMIA), and Deveryware. The CNIL prohibited such live experiment in publicly accessible places. Another project, called SUCRE (Safety and Security of Urban Crowded Environments) was dedicated to crowd control and included inter alia behaviour prediction and detection. It was driven by IDEMIA, and partners included Deveryware and the Paris Police Headquarters. It received a funding of EUR 1 million from the French National Agency for research (ANR). Another illustration is the French city of Nice. In 2019, it experienced facial recognition during the carnival, with a view to detecting persons already registered in a database, with the consent of persons involved. During the same year, the same city envisioned experimenting a system capable of detecting travellers’ emotions in public transport, with the aim of identifying potential suspects before an incident occurs. This project is reported as being abandoned due to a technical issue.

E-administration

In May 2019, a decree established a mechanism of "online certified authentication on mobile phone", also called ALICEM. As clearly explained by the specialised journalist Marc Rees, this software enables individuals to create a "digital identity" which will be used to access a number of private and public services such as using public transportation, or to access pornographic websites. The system is based on a facial recognition system, which will be interconnected with the TES database in order to collect the information it requires. In addition to information already evoked (such as the name, sex, birth information, eye-colour, digital photograph, and e-mail), other information will be gathered, such as the photograph taken by the user, the name of the service provider, the nature of the service used, and the delivery date. Some information will be stored on the smartphone while other will be stored in a centralised database. This decree does not take into account all the recommendations the CNIL issued in 2018, when it was consulted before the adoption of the decree. Especially, the CNIL recalled the need of a data protection impact assessment and highlighted that the ALICEM application will only be available on Android devices, provided they are not "rooted". The CNIL also recalled that the GDPR imposes free and informed consent of users, who should be capable of choosing alternative identification means but of a biometrical nature. In addition, the CNIL considered that the government did not demonstrate that such data processing was "necessary for reasons of substantial public interest", as required by Article 9, g of the GDPR, which commands that alternative authentication means be proposed. On 15 July 2019, La Quadrature du Net, a French association advocating digital freedom, contested the ALICEM decree before the Council of State. A researcher also highlighted the danger of addiction to such usages.

2) OTHER USAGES OF SURVEILLANCE TECHNOLOGIES

A. PUBLIC USAGE OF SURVEILLANCE TECHNOLOGIES

Intelligence services

French intelligence services include several agencies: the General Directorate for Internal Security (DGSI), the General Directorate for External Security (DGSE), the Armed Forces Ministry’s intelligence service (DRSD), the Directorate of Military Intelligence (DRM), the National Directorate of Intelligence and Customs Investigations (DNRED), and the TRACFIN service in charge of the action against illicit financial circuits.

The powers of intelligence services are mainly regulated by the Internal Security Code, which grants them extended powers with more than questionable proportionality. Essentially, the purposes which motivate powers are sometimes as vague as "national defence" or "prevention of organised crime and delinquency". The scope and...
the modalities of exercise of certain powers also suffer from legal ambiguity and uncertainty. The necessity of these powers, especially in terms of efficiency, has not been not demonstrated. As a result, the power of access of intelligence services may concern the data of any individual, as well as the whole of their "electronic life". This must also be read in conjunction with article 40 of the French penal procedure Code, which includes a provision that commands any public officer, who learns about a penal infringement at the occasion of their missions, to inform the public prosecutor about it. Therefore, this provisions authorises, in practice, the use in any kind of penal proceedings, of evidence whose collection was exclusively authorised in the pursuit of a crucial objective. This contradicts article 8 of the European Convention on Human Rights.

**Other administrative authorities**

The specialised journalist Olivier Tesquet highlights that in 1974, the wish of the state to interconnect several databases, relating to citizens, with a unique identifier, raised a wave of protests by society, which led to the adoption of the first data protection law, in 1978. From then, French authorities multiplied databases relating to the French population. In 2018, their number was 106. Some of these files were legalised after having been used for years in a complete lack of transparency, such as the JUDEX file, which contained in 2005 more than "4.7 millions of [...] suspects, victims, convicted persons, innocents who had the charges against them dropped or who have been acquitted". One of the last processing initiatives is the database of secured digital identity documents (TES), which will gather the biometric identifiers of the whole population but the children, and which has been qualified by a parliamentarian as "monster file". This file "is largely inspired" from a former governmental project declared unlawful by the Constitutional Council in 2012. Called by a member of the parliament the "file of honest people", this 2012 project stirred one hundred and twenty French parliamentary members who feared "the collapse, in the future, of any possibility of effective exercise of the fundamental right to oppression, corollary to individual freedom itself". However, the TES was established in 2016 by decree. The CNIL regretted this circumvention of the parliament.

The TES file was afterward unsuccessfully challenged before the Council of State, by La Quadrature du Net and the Human Rights League.

Despite the sensitivity of the processing, by public authorities, of citizens’ personal data including data of a biometric nature, and despite the French administration’s actual experience in that field, it appears that these files are not always appropriately managed. The specialised journalist Jean-Marc Manach reports that on 24 September 2021, the CNIL sanctioned the Ministry of Home Affairs for mismanagement of the FAED fingerprints database. The CNIL observed that more than 2 million records have been kept beyond the maximum conservation period, which is 25 years, some of them dating back to 1962. The CNIL also noted that 7 million paper records are stored without any legal basis. It highlighted that some records concerned people who had won acquittal and that, in all cases, persons concerned have not been informed. The CNIL also noted that insufficient security measures are in place, because of the use of a weak password.

**B. PRIVATE USAGE OF SURVEILLANCE TECHNOLOGIES**

According to studies, the French security market is growing. The use by families is still relatively weak and the market targeting professionals is leading: "Requested video-surveillance systems are custom-made according to the need of each sector".

These systems might include biometric recognition. For example, it is reported that French supermarkets are deploying behavioural recognition in order to detect thefts. It is the case of Carrefour, Monoprix, Super U and Franprix. Providers for these technologies include Anaveo and its software «SuspectTracker», the Parisian start-up Oxania and its software «Retail Solutions», and the Parisian start-up Veesion. The latter announces that it equips more than 120 shops in France. Some banks are also reported as developing biometric authentication. In particular, La Société Générale declares using a technology provided by IDEMIA, which is used at border-crossings.

Several educational institutions are also tempted by facial recognition technology. In September 2019, two French high schools sent a request for advice to the CNIL. They wanted to experiment with facial recognition to enable access to the school premises. The CNIL considered that such authentication mechanism was neither necessary nor proportionate. Other educational institutions implement biometric technology, such as hand-
contour recognition, to authorise access to the school canteen. The CNIL recalled that the GDPR requires collecting parents’ consent beforehand and that refusal on their part must lead to the provision of alternative access means.

3) POLITICAL STANDING IN RELATION TO THE USE OF MASS SURVEILLANCE TECHNOLOGIES

The public administration specialist Guillaume Gormand reports that from 2005 on, under the presidency of Nicolas Sarkozy, the government deliberately created “an artificial atmosphere of fear” through “a rise in national security discourse” and the “use of a particularly clever rhetoric designed to instil fear in the population and to call on citizens to choose between the cause of ‘victims’ and the cause of ‘thugs’.” This included the manipulation of public opinion polls in order to put forward the claim that citizens were expecting more security.

In 2008, to avoid accusations of “security drift and of generalised surveillance”, a “semantic reversal” led to replace the expression “video-surveillance” with the expression “video-protection”. This was also reflected in legislation in 2009. The French Ministry of Home Affairs even created a logo with this new terminology, accompanied with a slogan stating “security at the service of freedom”.

The rhetoric of presenting security as an undisputable need that supersedes all freedoms has largely been constant ever since. The need to widely implement biometry as the best means to ensure security follows the same path. The political rhetoric is up so high that it is very difficult to oppose these views without being considered illegitimate and irrelevant.

An illustration is given by some members of the French Senate who declared that data collection and data interconnection, by the state, is a safeguard for civil liberties. They suggested that data protection is a “French taboo” and they questioned the relevance of being privacy-protective towards the state “whereas Internet providers ‘have a certain number of our data’”.

Another perfect illustration, reported by Marc Rees, is a statement from Renaud Muselier, president of the southern region. He made it when the CNIL refused to authorise the experimenting of facial recognition to enter some school premises, which the CNIL deemed unnecessary and disproportionate. Renaud Muselier declared that the CNIL “is blocked in the 20th century” and has a “dusty ideology”. The parliamentarian Eric Ciotti made similar remarks. Christian Estrosi, Mayor of Nice, also regretted the CNIL’s decision and put forward the “real relevance” of biometry to security enforcement. Éric Ciotti also put forward this argument. However, the added value in terms of security was not demonstrated.

The French government also has a long tradition of short-circuiting debates through the adoption of decrees or of emergency ordinances instead of laws, as it has been shown in previous sections of the current report. Moreover, legal instruments are sometimes vague in their formulation, which enables several interpretations and especially those that authorise the implementation of biometry. La Quadrature du Net shows for example how the stacking of a law and of two decrees enable live facial recognition of public protests to happen, while this is not formerly announced. In relation to the National Commission for Video-Surveillance, when this commission was first established to control video-surveillance as implemented by the public sector, Guillaume Gormand explains that “its role was sufficiently vague in order to give free rein to the video-surveillance legitimation and promotion campaign”.

Worse, governmental legislative proposals or decrees often disregard previous contrary opinions from parliamentary members and legitimate authorities such as data protection authorities and supreme courts. The more patent illustration of this is the TES biometric file, created by decree after a law proposing it was considered unconstitutional by the Constitutional Council.

François Sureau shows that such disregard of counter-power is further likely to prompt parliamentary members to adopt proposed laws in order to avoid being deprived of the possibility to discuss further laws of the same kind if they raised an opposition. This takes place in a context where the establishment of the five-year presidential mandate has suppressed, in practice, the opportunity of a parliamentary opposition.

Another governmental habit is to adopt intrusive measures and to extend their scope of application afterwards in the pursuit of other objectives.
This has been shown in relation to the TES data processing\textsuperscript{1066} and is regularly the case of measures which aim to combat terrorism\textsuperscript{1067}. The clear will of the government to develop artificial intelligence and biometric recognition in publicly accessible places is also illustrated by a Home Affairs white paper\textsuperscript{1068}, declarations from the Minister of State for the Digital Sector\textsuperscript{1069} and from law enforcement\textsuperscript{1070}, as well as the purchase of drones whereas currently no legal framework authorises their use\textsuperscript{1071}.

However, it seems that it originally comes from the impulsion of the biometric industry. Indeed, Guillaume Gormand argues that video-surveillance advocates strived to legitimise its use “by addiction and habit” on the part of both citizens and public policy actors\textsuperscript{1072}. In 2019, Next INpact observed that “behind the scenes, industrials push for France to not lag behind and Home Affairs is sensitive to arguments”.\textsuperscript{1073} An investigation from France Culture also argues that facial recognition technology makes progress in the shadows of public debates and that some enterprises “are positioning themselves”, targeting the 2024 Olympic games which lead to a market of EUR 7 billion\textsuperscript{1074}.

### 7.1.2 LEGISLATION REGULATING MASS SURVEILLANCE TECHNOLOGIES

The 1789 French Declaration of Human and Citizens Rights is included in the so-called French “Constitutionality bloc” and has therefore constitutional value\textsuperscript{1075}. The Constitution so defined protects all the rights enshrined in the ECtHR, even though it is sometimes not that clear and the protection results from a decision by the Constitutional Council. For example, the right to private life is protected by the French Constitutional Council on the basis of articles 2 and 4 of the 1789 Declaration. The right to freedom of expression is protected under article 11 of the 1789 Declaration. The prohibition of discrimination is declared in article 1 of the 1789 Declaration.

In addition, France adhered to the European Convention on Human Rights, which came into force in May 1974\textsuperscript{1076}. The Convention is directly integrated into the local system by the Constitution, as its article 55 states that “Treaties or agreements duly ratified or approved shall, upon publication, prevail over Acts of Parliament, subject, with respect to each agreement or treaty, to its application by the other party.”\textsuperscript{1077} The Convention is therefore of infra-constitutional but of a supra-legal force, including on laws adopted subsequent to the Convention\textsuperscript{1078}.

The General Data Protection Regulation (GDPR) and the Police-Justice Directive which applies to judicial and police data processing, were implemented in the French Data Protection Law of 1978\textsuperscript{1079}. The French Data Protection Authority, named CNIL, enforces their respect.\textsuperscript{1080}

The General Data Protection Regulation (GDPR) and the Police-Justice Directive which applies to judicial and police data processing, were implemented in the French Data Protection Law of 1978\textsuperscript{1079}. The French Data Protection Authority, named CNIL, enforces their respect.\textsuperscript{1080}

The powers of intelligence services are regulated by the Internal Security Code (ISC), under the supervision of the Commission for the control of intelligence techniques (CNCTR).\textsuperscript{1081}

Video-surveillance, called “video-protection”\textsuperscript{1082} in order to foster acceptability\textsuperscript{1083}, is also regulated in the Internal Security Code\textsuperscript{1084}. Implementation of video-surveillance is subject to authorisation, and people must be informed of the existence of video-surveillance systems.\textsuperscript{1085} However, in practice, anyone who walks in the streets of cities such as Paris or Montpellier cannot see any public disclaimer in this regard (except at some town entry points), and cameras are not easily detectable\textsuperscript{1086}. Mobile cameras are also regulated in the Internal Security Code\textsuperscript{1087}

A national commission for video-protection exercises advisory and assessment missions towards video-surveillance\textsuperscript{1088}. Its opinion does not bind public authorities at all times, in particular in situations of terrorist emergency.\textsuperscript{1089} Other authorities and entities have some supervisory powers in relation to the activities of intelligence services. These include the CNIL\textsuperscript{1090}, which can control most of intelligence and police files\textsuperscript{1091}. The Commission for the secrecy of national defence also has reasonable supervisory powers, but its opinion generally does not bind the government.\textsuperscript{1092} Some other authorities can also exercise some scrutiny, at least in the form of information provided to the general public. These are the Commission for Access to Administrative Documents (CADA), the National Consultative Commission for Human Rights (CNCDH) and the national Commissioner for Human Rights (Défenseur des droits).\textsuperscript{1093}
7.1.3 CIVIL SOCIETY RESPONSES

As shown in previous subsections of the current study, several philosophers, journalists and legal authors regularly warn about the danger of the rise of a society where the individual is the subject of a disproportionate control, in particular in relation to the biometric identification of all citizens and residents, and about risks posed by facial recognition in public and private places. This is also the case of parliamentarians and several independent authorities. In particular, the CNIL published a document where it calls for a debate “appropriate to what is at stake”.1094

Several NGOs and associations are also active in France, in particular the Human Right League1095 and La Quadrature du Net1096. They regularly inform the population about the public measures they deem disproportionate and challenge them before courts, often successfully1097. More recently, several organisations have created the “Technopolice” platform1098, which aims to “document, as rigorously as possible, the deployment of surveillance projects across the country, and build together tools and mobilisation strategies that make it possible to defeat them”.1099 The association La Quadrature du Net clarifies that “the issue is to succeed in organising local resistance, binding together initiatives so that they can feed into each other”1100.

The press is also very active in informing citizens. Several newspapers give great importance to surveillance issues, such as Next Inpact and Le Monde.

Civil society’s opposition and the CNIL’s actions have slowed down the implementation of biometry. However, the opposition from civil society does not seem to extend to the whole population. Indeed, the public communication aiming to instil fear in the general public and increase the acceptability of surveillance technology, especially by presenting it as a key to freedom1101, met with a certain degree of success. Friedrich A. Hayek and François Sureau both perfectly showed that where security policies are followed, they create the “conditions in which the striving for security tends to become stronger than the love of freedom”1102, and that each time a law is contrary to the philosophy of preservation of freedoms, this very philosophy is a bit more lost as a value1103 – and needs to be relearned.

7.2 THE UNITED KINGDOM

7.2.1 STATE OF USE OF SURVEILLANCE TECHNOLOGIES

1) CURRENT OFFLINE USE, BY PUBLIC AUTHORITIES, OF BIOMETRIC AND BEHAVIOURAL MASS SURVEILLANCE TECHNOLOGIES

Identity documents

The United Kingdom does not issue identity cards. Since the Second World War, identity cards have been abolished and new attempts to reintroduce them failed until the 2006 Identity Card Act was adopted against a backdrop of protests1104. In 2010, the new government proposed to scrap this scheme, and, in December 2010, the Identity Documents Act 20101105 repealed the Identity Cards Act of 2006. Consequently, the Secretary of State does not issue ID cards any more (art. 2 of the Act) and had to ensure the destruction of “all the information recorded in the National Identity Register” before the end of the period of two months after the act passed (art. 3 of the Act).

However, the United Kingdom implemented passports with a digitised image, stored in a chip in the passport from 2006 onward. This image is also collected in the central database of Her Majesty’s Passport Office (HM Passport Office), together with other information necessary to issue the passport (such as birth information, gender and, if recorded digitally, signature).1106 The HM Passport Office is
“the official government service to British citizens at home and abroad” and it declares that its priorities are to “contribute to achieving the Home Office’s priorities of securing […] borders and reducing immigration, cutting crime and protecting […] citizens from terrorism”.

The Home Office also issues “biometric immigration documents” (BID) which are biometric residence permit (BRP) and short stay permits (SSP). People who apply “for leave exceeding 6 months” must also apply for the issue of a BRP” whereas SSP cover, since 2015, “people applying from within the UK to extend their leave to a total of 6 months or less”. The biometric “information is stored on the immigration and asylum biometric information system (IABS) held by the immigration fingerprint bureau (IFB)”.

Since Brexit and “the end of the transition period on 31 December 2020, the United Kingdom no longer has access to the Europol Information System or to the system that allows Member States to search data in Analysis Projects on a hit/no hit basis, […] On 1 January 2021, eu-LISA disconnected the United Kingdom from the Schengen Information System and deleted all of its alerts on natural persons”. However, it appears the United Kingdom made “illegal copies” of the database and is suspected to have shared it with the US government and US companies.

**Video-surveillance**

In relation to video surveillance, the exact number of cameras deployed in the United Kingdom is not reported. However, available figures show that London installed more than 691,000 cameras for a ratio of 73 cameras for 1,000 inhabitants, which had it taking the lead in that area, when the UK was within the European Union. There seems to be no extensive public use of CCTV with facial recognition – at least officially, especially because facial recognition is contested by civil society and has been ruled unlawful. In 2017 and 2018, the South Wales police implemented automated facial recognition technology. In 2020, the Court of Appeal found this system contrary to article 8 (2) of the ECHR, after the High Court issued a contrary decision.

The London Metropolitan Police has been testing since 2016 a live facial recognition technology, and announced in 2020 its intention to deploy it across London. This practice is highly criticised, based on the respect due to privacy. Tests revealed that “81% of matches made by the system were incorrect”. However, Assistant Commissioner Nick Ephgrave declared: “As a modern police force, I believe that we have a duty to use new technologies to keep people safe in London. We are using a tried-and-tested technology. Similar technology is already widely used across the UK, in the private sector”. Currently, the technology is active and aims “to help tackle serious violence, gun and knife crime, child sexual exploitation and help protect the vulnerable”.

The London Metropolitan Police also equips officers with body-worn cameras, manufactured by the enterprise Axon. These cameras aim “to capture both video and audio evidence when they attend all types of incidents”. Other public safety forces also use such cameras. For example, the Lancashire Constabulary is reported to deploy VB400 body-worn cameras from the American company Motorola.

**Surveillances practices during the Covid-19 Pandemic**

Finally, it was reported that during the Covid-19 pandemic, police forces used drones “throughout the country […] to monitor and track protests, including those against the authoritarian lockdowns imposed by the government”. More globally, research on the use of biometric data by 96 countries observes that “the country with the worst number of facial recognition technologies in use/beings developed for the pandemic is the United Kingdom”. It considers four possible facial recognition developments: “the possible introduction of facial recognition in “quarantine hotels” to make sure people remain in isolation, the use of health passports to create digital certificate/immunity passports, the development of high-resolution cameras that can detect fevers and carry out profiling, and the potential use of biometrics (DNA/fingerprints) upon entry into the country and the extension of their retoiment”.

In particular, The Guardian revealed that the National Health Service (NHS) App, which serves during the Covid-19 pandemic as a vaccine passport, operates facial recognition in opaque conditions. This app also enables “users to view their health records, fill repeat prescriptions, and book medical service appointments”.
The app may verify “citizens’ identities by having them upload a video of their face, which is used to compare against the photo registered with their government identification”, with a possibility to opt-out.\textsuperscript{1127} The app “also asks users to upload their date of birth, postcode, phone number and a photo of either their passport or driving licence during the sign-up process”\textsuperscript{1128}. The Guardian reports that the contract between the NHS and the company that operates the facial recognition, called iProov, has not been publicly disclosed, neither passed a privacy risk assessment, both for security reasons. Law enforcement access to such data has not been excluded, whereas an expert in surveillance law “said such information was likely to be desirable to UK and foreign intelligence services”. Opacity also surrounds the relationship between the London-based iProov and the government. For example, iProov “previously won contracts with HM Revenue & Customs and worked on the Home Office’s “settled status” Brexit scheme for EU citizens who wish to remain in the UK”.\textsuperscript{1129}

## E-administration

Despite these criticisms that have not all received answers, the government announced, in October 2021, its wish to introduce, in 2022, a facial recognition app that “will enable citizens to access over 300 government services through their smartphones. The app will either use facial recognition or fingerprint scanning to verify the user”.\textsuperscript{1130} Stephen Barclay, the Chancellor of the Duchy of Lancaster, declared “people rightly expect government to be data-driven and digitally literate, and this will be a priority for me in my new role”\textsuperscript{1131} of head of the Cabinet Office. This statement has not been supported by further evidence, whereas some criticism already questions whether this project is not “yet another black hole” for taxpayers money. Indeed, a project of the same kind failed in the past and it demonstrates, according to a 2019 parliamentary report, “many of the failings we see all too often on large government projects: expectations were over-optimistic from the start, key targets have been badly missed and results simply not delivered”\textsuperscript{1132}.

## 2) OTHER USAGES OF SURVEILLANCE TECHNOLOGIES

### A. PUBLIC USAGE OF SURVEILLANCE TECHNOLOGIES

In the United Kingdom, each citizen has a national insurance number.\textsuperscript{1133}

#### Intelligence services

The United Kingdom intelligence services have a long tradition of collecting information on their citizens and residents, and of information sharing with other services. The United Kingdom Intelligence services are the Security Service (MI5, in charge of national security\textsuperscript{1134}), the Intelligence Secret Service (SIS or MI6, “responsible for gathering intelligence outside the UK in support of the government’s security, defence, foreign and economic policies”\textsuperscript{1135}), and the Government Communications Headquarters (GCHQ, which “provides intelligence, protects information and informs relevant UK policy to keep society safe and successful in the internet age”\textsuperscript{1136}).

Since 5 March 1946, a British-US Communication Intelligence Agreement has governed “the arrangements between the British and United States authorities in relation to the exchange of intelligence information”\textsuperscript{1137}. This agreement was marked “Top Secret” until its transfer to the National Archive.\textsuperscript{1138} Since then, other allegations have been made with regard to possible data exchange with “foreign intelligence and other law enforcement agencies”. The data concerned would have been collected “over years, even decades”, and would cover “personal social media data” that “has reportedly been categorised into biographical data, financial activities, travel, and more”\textsuperscript{1139}.

In 2013, Edward Snowden, former contractor for the National Security Agency (“NSA”) of the United States, revealed the PRISM\textsuperscript{1140} and Upstream\textsuperscript{1141} programs, and the existence of information exchanges between the UK and the USA.\textsuperscript{1142} Especially, the GCHQ obtained information from the USA on UK nationals and residents.\textsuperscript{1143} In addition, the GCHQ “was operating two major processing systems for the bulk interception of communications”.\textsuperscript{1144} This was especially established by the UK Investigatory Powers Tribunal, which observed that, before 2015, the collection of bulk data relating to individuals took place without “statutory oversight”\textsuperscript{1145} and was
therefore unlawful, based on article 8 of the ECHR1146. Intercepted data included “considerable volumes of data about biographical details, commercial and financial activities, communications and travel”, and especially “the ‘who, when, where and how’ of both telephone and internet use”, together with locations.1147 In 2021, the ECtHR considered that these practices were not surrounded by sufficient “end-to-end” safeguards to provide adequate and effective guarantees against arbitrariness and the risk of abuse”, targeting in particular “the absence of independent authorisation, the failure to include the categories of selectors in the application for a warrant, and the failure to subject selectors linked to an individual to prior internal authorisation”. These weaknesses “concerned not only the interception of the contents of communications but also the interception of related communications data”.1148 Practices of bulk data collection are still active1149, based on a new legal framework (the Investigatory Powers Act 20161150), which is still criticised for being disproportionate1151 and might be challenged before a court again1152.

At the same time, in 2016, the GCHQ admitted the use of “Computer network exploitations” (CNE) - “or in its colloquial form ‘hacking’”.1153 This covered “the obtaining of information from a particular device, server or network”, “the creation, modification or deletion of information on a device, server or network”, “the carrying out of intrusive surveillance”, “the use of CNE in such a way that it creates a potential security vulnerability in software or hardware, on a server or on a network”, and “the use of CNE in respect of numerous devices, servers or networks, without having first identified any particular device or person as being of intelligence interest”. The “use of CNE to weaken software or hardware at its source, prior to its deployment to users”, and “the obtaining of information for the purpose of maintaining or further developing the intelligence services’ CNE capabilities” were also alleged but “neither confirmed nor denied” by the GCHQ.1154 The GCHQ carried out CNE “within and outside the UK” and, in 2013, “about 20% of GCHQ’s intelligence reports contained information derived from CNE”.1155 These practices appear to be still active and are also covered by the new investigation framework1156.

**Other administrative authorities**

In relation to other public administrations, some questionable practices have also been reported. They globally appear to show a lack of transparency, of minimisation or of other privacy guarantees.

For example, the creation of a health data base in order to support the fight against the pandemic, called the “Covid-19 datastore”, has been challenged for not protecting personal data appropriately1157. In particular, criticism highlighted the opacity surrounding operations and the choice of controversial subcontractors such as Palentir.1158

It is also noteworthy that on 9 May 2019, the UK Data Protection Authority (ICO) issued an enforcement notice against the Her Majesty Revenue & Customs (HRMC) which is “the tax, payments and customs authority of the United Kingdom”1159. The ICO established that starting in January 2017, the HRMC collected the voice of its 7 million customers in order to obtain a voice-ID as future means of authentication. However, this biometric identifier was collected without informed consent from the persons concerned.1160 Consequently, based on the GDPR, the ICO required the deletion of “all of the biometric data held under the Voice ID system for which [the HRMC did] not have explicit consent”1161.

**B. PRIVATE USAGE OF SURVEILLANCE TECHNOLOGIES**

Private video-surveillance is massive. In 2008, the CCTV User Group addressed the use of CCTV by multiple stakeholders such as “Universities, Major Shopping Malls, Hospitals, Ports and Airports, Train and Bus Stations, Retail and Commercial Users”1162. In 2019, BBC News noted that the “manufacturing of CCTV cameras and facial recognition technologies is a booming industry, feeding a seemingly insatiable appetite”1163.

The use of biometric surveillance is also reported as widely used in the construction industry1164. In 2015, a report showed that “29% of UK retailers are using facial recognition technology in an effort to monitor customer activities at their stores”1165. In 2017, the first supermarket to enable payments using hand veins was reported1166. The NatWest banking group announces they are developing behavioural biometrics technology which could replace banking passwords1167.
In addition, several educational institutions use fingerprints in order to handle absenteeism, to charge meals, and as a substitute for library cards. It led to some contests and new legislation imposed parents’ consent. From this date forward other practices of the same kind have been reported. For example, the cafeterias of nine British schools in the North Ayrshire are to implement facial recognition for payment. It is reported that a lot of parents approved, but there were also contestations. For example, the UK Biometrics Commissioner considers that “facial recognition is arbitrary” and fears “that the installation in schools will educate children and young people to accept restrictions on data protection”.1169

3) POLITICAL STANDING IN RELATION TO THE USE OF MASS SURVEILLANCE TECHNOLOGIES

Governmental practices tend to show a will to massively use surveillance technology under the justification of security and progress. Edgar A Whitley and Gus Hosein report that, during debates that surrounded the adoption of the 2006 Identity Cards Act, “progress” was “the prevailing discourse” presented to the media.1170 Other public representatives evoked the idea of “civilisation”1171, and the need to fight terrorism1172. In this context, Whitley and Hosein report that the London School of Economics and Political Science (LSE) issued a 300-page report highlighting a series of concerns posed by the identity scheme. These concerns include the lack of precise and demonstrated purpose, suggesting that the scheme had been “gold-plated” to justify its need.1173 Amongst other concerns were the cost of the scheme, the lack of operational efficiency, the lack of privacy and security assessments, and the lack of study relating to citizens acceptance and business benefit.1174

Whereas the intention behind the LSE work “was to enhance the policy debate”, Whitley and Hosein explain that the government attacked the integrity of the LSE and of the researchers themselves, and that the Home Office used “bullying and intimidation” against them.1175 This ended in 2006 with the adoption of the text, as its implementation “faced a number of problems almost immediately” and the researchers were “being called upon to provide independent analysis”.1177

In 2005, The Register reported that the UK was “using its Presidency of the Council of the European Union to push for the adoption of biometric ID cards and associated standards across the whole of the EU”.1178 Moreover, the decisions from the Investigatory Powers Tribunal show that intelligence services use intrusive surveillance for decades, in opacity when they are not required to report it.1179 We also note a certain tendency, for public authorities, to modify laws in order to make them cover practices, instead of modifying such practices, where the latter are found to be disproportionate.

The area of live facial recognition illustrates this perfectly. In 2012, a high court ruled “that keeping images of innocent people” in biometric databases “was unlawful”, but it appears that “police forces have quietly continued to build up a massive database without any of the controls or privacy safeguards that apply to police DNA and fingerprint databases”. The Home Office said that the deletion of the images of “people who were not convicted of an offence” would be “extremely lengthy and resource intensive” because “the police national database does not link custody images to individual crime records”.1181 In this context, the Home Office is accused, by the ONG Liberty, of “knowingly breaching the law for years”. This organisation specifies that “police hold thousands of pictures of activists and bystanders who were never even taken into custody and may not know their photo was taken”.1182 In 2017, 19 million images were inventoried in the database, and the Commissioner for the retention and use of biometric material observed that the “somewhat anarchic situation”, in terms of facial images governance and standards, “runs the risk of false intelligence or wrongful allegations”.1183 Nevertheless, in 2018, the government published a biometric strategy, which provides LEAs with “greater powers to use biometric technology on the street”.1184 The strategy also intends to enhance data governance, ethics, privacy by design and oversight, in a chapter entitled “Maintaining Public Trust”.1185 In 2020, despite criticisms, the London Metropolitan Police announced the deployment of facial recognition in the streets. A few months later, such use was declared contrary to the ECHR by a Court of Appeal, in a decision targeting South Wales police practices.1186 However, in August 2021, the government opened to consultation, for a period of four weeks, a revised version of the Surveillance Camera Code of Practice, which constitutes one of the legal texts to be respected by law enforcement. This revised version includes the possibility for LEAs to use facial recognition. Several NGO are currently “accusing the UK Home Office and police of by-passing Parliament to
introduce live facial recognition technology”. They especially argue that the guidance was released “during the parliamentary summer recess [...] without any publicity or official announcement”. They call on members of parliament and peers to demand a full parliamentary debate on the use of LFRT.1189

7.2.2. LEGISLATION REGULATING MASS SURVEILLANCE TECHNOLOGIES

The United Kingdom does not have a written Constitution, for historical reasons. Democracy “is based on Acts of Parliament, historical documents, court judgments, legal precedence and convention”. Human rights are guaranteed by the Human Rights Act of 1998, which gives “further effect to rights and freedoms guaranteed under the European Convention on Human Rights”1191. As a result, the Act guarantees the rights enshrined in articles 2 to 12 and 14 of the European Convention on Human Rights.1192 In particular, Schedule 1 Part 1 of the Act guarantees the right to life (art. 2), the prohibition of torture (art. 3), the right to liberty and security (art. 5), the right to a fair trial (art. 6), the principle of no punishment without law (art. 7), the right to respect for private and family life (art. 8), the freedom of thought, conscience and religion (art. 9), the freedom of expression (art. 10), the freedom of assembly and association (art. 11), the prohibition of discrimination (art. 14) and the right to education (part II of the First Protocol, art. 2). In addition, judges have the duty, within their rulings, to take into account the decisions of the ECHR and of the Council of Europe Committee of Ministers1193.

The General Data Protection Regulation (GDPR) and Directive 2016/680, which applies to judicial and police data processing, were implemented in the Data Protection Act 20181194. The United Kingdom authority, named ICO, enforces their respect.1195

Part III of the Act regulates law enforcement activities. According to the ICO, the use of facial recognition by law enforcement authorities is subject to the application of these provisions1196. Part IV of the Data Protection Act 2018 regulates the activities of the three UK intelligence services: MI6, MI6, and the GCHQ1197. However, most provisions of Part IV do not apply where an exemption “is required for the purpose of safeguarding national security” (Part IV, article 110). In this case, a Minister of the Crown may issue a certificate certifying that the exemption is or was required. Any person directly affected by the issuing of a certificate may appeal to the Tribunal against the certificate (art. 111). Such certificate “is conclusive evidence” of the fact that the exemption was required (art. 111). The same rule applies in relation to law enforcement activities regulated under Part III (art. 79). As it was highlighted by a NGO, this procedure leads to opacity in relation to national security activities, and is “open to abuse”.1198

In addition, several laws base the missions and powers of the MI6 (the Security Service Act 19891199) and of the MI6 and GCHQ (Intelligence Services Act 19941200). Their powers of investigation are framed by the Regulation of Investigatory Powers Act 20001201, which has been implemented through several Codes of Conduct in the areas of gathering Communications Data1203, Interception of Communications1204, Covert Surveillance1205, use of Covert Human Intelligence Sources1206, Equipment Interference1207 and Bulk Data1208. A surveillance Camera Code of Practice1209 is also under modification1210.

This legislation has been updated by the Investigatory Powers Act 20161211, which is criticised because intelligence and police services with extended powers that are deemed to be disproportionate1212.

Moreover, intelligence and police services are subject to other specific legislation such as the Terrorism Act 20001201, the Anti-Terrorism, the Crime and Security Act 20011214, the Terrorism Act 20061215, the Counter-Terrorism Act 20081216 and the Terrorism Prevention and Investigation Measures (TIPMs) Act 20111217.

In relation to facial recognition, in the context of a lack of dedicated legislation, the Metropolitan Police publishes a set of guidelines1218.

Overall, the legislation provides a wide range of safeguards. In particular, it ensures a relative transparency of the existence of powers and of the requirements of legitimate purpose, efficiency and minimisation. Intelligence services are also acting under the supervision of the Investigatory Powers Commissioner’s Office (IPCO)1219.
However, there is no certainty that the principles that are established are, in practice, properly implemented and supervised. Indeed, enforcement and supervision mechanisms appear to remain weak. This can be illustrated by a 2020 report from the UK Surveillance Camera Commissioner. It established that only 50% of local authorities responded to a survey on their compliance with the Code, and that many respondents declared that they had not so far considered being certified in relation to such compliance because “their processes and procedures” needed to get improved. Overall, this means that transparency is not really ensured towards all video-surveillance systems, in particular in relation to their purposes1220, and that supervision appear widely of a declarative nature.

7.2.3. CIVIL SOCIETY RESPONSES

Several NGOs are active in the United Kingdom, in particular Privacy International1221, Liberties1222, and Statewatch1223. They regularly inform the population about the public measures they deem disproportionate and challenge them before courts, often successfully1224.

The press is also very active in informing citizens. Several newspapers give great importance to surveillance issues, such as The Guardian, The Telegraph, Breitbart and the BBC.

According to a report from the House of Commons Science and Technology Committee (HCSTC), Citizens and residents seem highly concerned “about intrusions into both their ‘physical privacy’ and their ‘informational privacy’”1225. Professor van Zoonen considers that public anxiety is “centred on at least three areas: first, ‘strong cultural associations’ of biometrics with ‘state control and surveillance’; second, fears about losing control over personal data, with data subsequently being ‘lost or abused’; and third, concerns about whether personal data was acquired and stored securely”1226.

The HCSTC explains that “this absence of public ‘faith and trust’”1227 was highlighted as a key challenge facing both the Government and industry, and a “primary inhibitor” to the development and implementation of biometric systems”.1228 The Committee observes that the government “appears to have made little effort to engage with the public regarding the increasing use of their biometric data”1229 and that “recent ‘breaches of security’, including the ‘Snowden incident’, have made the public increasingly sceptical about who has access to their biometric data and whether it is stored securely”1230. This, in a situation where “the theft of an individual’s biometrics [creates] a ‘security nightmare’ whereby somebody’s biometrics [are] ‘no longer available to them to authenticate themselves for the rest of their lives’”1231.

As a result, public opposition has slowed down the implementation of biometry. Public opposition is also partly responsible for the scrapping of the identity scheme in 2010. Indeed, Edgar A. Whitley and Gus Hosein explain that, during debates surrounding the adoption of the Identity Cards Act 2006, a new NGO was created to fight the policy, called NO2ID. The authors report that “in the ensuing years it became significantly larger with greater resources to provide briefings to parliamentarians. Other human rights groups also emerged as opponents to the Scheme and these groups played a significant part in raising public and political interest in the issue”1232.
7.3
ROMANIA

7.3.1. STATE OF USE OF SURVEILLANCE TECHNOLOGIES

1) CURRENT OFFLINE USE, BY PUBLIC AUTHORITIES, OF BIOMETRIC AND BEHAVIOURAL MASS SURVEILLANCE TECHNOLOGIES

Identity documents

Romania implemented passports with fingerprints, the latter being stored in a chip in the passport and not collected in a database. In August 2021, biometric ID cards started being issued. They include two fingerprints and a photograph, in addition to the national identity number (CNP), but a possibility to refuse biometry is available, leading to the delivery of a regular ID card instead. Beyond its aim to ease the exercise of free movement, this new ID card is planned to be used as a “health card, through a digital certificate inscribed on its chip”, to enable access to “various electronic services (banking, fiscal, social, financial, and educational) and, make use of the electronic signature based on a certificate”. However, details remain unclear.

The EU Regulation on strengthening the security of identity cards makes it mandatory to destroy biometric identifiers after the biometric ID card has been issued, unless other necessary and proportionate processing would be decided at national level in accordance with Union and national law. However, it is alleged that Romanian public authorities maintain a “facial recognition database with some 50-60 million facial images (such as ID cards or passports), to which the Romanian Intelligence Service (SRI) has unlimited and unsupervised access”, without specific legislation providing for it. However, this has not been confirmed and therefore remains only speculation.

Romania is also involved in the Schengen Information System (SiS II), which includes fingerprint, palm print, and facial image, and belongs to the half-group of States that provide information leaflets on SiS II, following the EU campaign that aims to ensure transparency towards potential data subjects. Romanian access to the Automatic Fingerprint Identification System (AFIS) appears to be regulated in compliance with the EU requirements in that field.

In 2012, a project co-funded by Romania and Switzerland drove to the implementation of a “cutting-edge laboratory equipment for fingerprint recovery from various supports and in atypical conditions”, which enabled an upgrade of Romania’s Automatic Fingerprint Identification System (AFIS). AFIS can be accessed by Romanian police forces in the country as well as border police inspectorates for European cooperation purposes, the system being further “interfaced with the European databases for automatic data exchange”.

Video-surveillance

In relation to video surveillance, it is difficult to evaluate the overall number of cameras implemented in Romania. However, even though it appears to be lower than in other countries such as France or the United Kingdom, several cities declare using video surveillance in order to discourage illegal acts. An example is one district of Bucharest, which possessed at least 375 surveillance cameras in 2019 with the aim of sending fines to persons whose cars were caught to be at the scene of illegal waste dumping. Another example is the case of Slatina, a city located in the south of Romania, which implemented a video-surveillance system in order to prevent crime. This system is based on 150 AXIS 233D Network Dome Cameras, 200 infrared illuminators and 150 outdoor speakers installed on 150 metal poles with climbing deterrents all connected to a dispatcher located in Slatina City Hall. Its provider is a company founded in Latvia and present in 11 countries.

In addition, a recent study highlights an increasing use of CCTV including facial recognition in the country, in association with biometric databases.
However, limited information is provided in relation to this phenomenon, beyond some rare media articles.

The General Inspectorate for the Romanian Police has also decided to equip law enforcement with 12,000 body-worn cameras, purchased from the American company Motorola. These cameras enable the full recording of scenes and live streaming to a control room. The purpose declared is to improve the safety of both the police and the public, to enhance the accountability of forces and to enable the production of evidence before court in case a police intervention would be challenged. At this stage, there is no schedule to use these cameras for biometric surveillance purposes, but the Motorola model allows the possibility to send live images that could technically be monitored using biometric or behavioural recognition systems, directly or in a second phase. The Romanian Border Police also invested in more than 3,000 cameras of the same kind some months afterwards. These decisions followed a pilot project that started in 2017.

Additionally, a National Biometric Identification System (NBIS) became operational in 2016. It contains information, including facial images, of people targeted by the Romanian Police, such as missing people, unidentified people, suspects, criminals, and unidentified bodies. In 2019, the Romanian Police launched a public procurement for acquiring facial recognition and training solutions. The aim was to enable comparing the NBIS database with digital facial images coming from different sources, such as CCTV, webcam, mobile phones, and ATM cameras. The Romanian Police declared that the system aims to identify people under investigation and that it does not include live recognition features. It specified that the system does not include technical specifications that enable monitoring and storing of information from private and public spaces. However, an annex to the technical specifications list includes automated facial recognition capabilities for comparing and verifying images of unidentified people with digital images from the facial images database. The company which was awarded the project is called Dataware Consulting and other companies who applied for the close to EUR 1 million contract are Tech Source Consulting with Cymbiot Solutions and Avatar Software as subcontractors, Starc4sys SRL, RECO and Idemia Identity&Security France. Several NGOs raised concerns about this project and wrote an open letter to the Ministry of Internal Affairs, the Romanian Data Protection Authority, the Ombudsman and the Chamber of Deputies. They highlighted the lack of prior consultation with the Romanian Data Protection Authority and civil society. They also pointed out a series of concerns including the lack of any impact assessment and of any clarification on how peoples’ rights to privacy will be protected and guaranteed. They specified that no information was available in relation to security measures, privacy safeguards, and transparency measures. Amongst their demands, the four NGOs asked for the public procurement to be annulled.

Other biometric and behavioural recognition experiments

In 2013, the Bucharest airport was used to test a system named Automated Virtual Agent for Truth Assessment in Real time (AVATAR), developed by the US National Centre for Border Security and Immigration. It enabled the conducting of automated interviews of travellers associated with the analysis of the latter’s “nonverbal and verbal behaviour, such as eye movement, gestures and pitch”. In 2019 operations began to expand and modernise the same airport’s video surveillance system, to be completed in 2023. Modernisation includes the implementation of features such as automatic recognition of cars’ registration numbers, facial recognition and intelligent video analysis. Operations are implemented by the UTI Group, a Romanian company.

The start of the cooperation between UTI and the Bucharest airport dates back to 1997 whereas other partnerships were concluded during the following years, for example with the Underground Transportation Company (automated fare collection solution), the Ministry of Defence (command and control system) and some Romanian cities (complex traffic management system). UTI also exports surveillance systems abroad such as in Yemen.

Finally, it must be mentioned that Romania’s Border Police uses unmanned aerial vehicle (UAV), provided by the European stakeholder Nordic Unmanned. This technology is used “for multipurpose coast guard missions over the Black Sea, which include maritime pollution monitoring, detection of illegal fishing, border surveillance and search and rescue operations”. The data collected during drone flights are “transmitted in real time to users via the European Maritime Safety Agency (EMSA)’s Remotely Piloted Aircraft System (RPAS) Data Centre”, through a satellite communication.
2) OTHER USAGES OF SURVEILLANCE TECHNOLOGIES

A. PUBLIC USAGE OF SURVEILLANCE TECHNOLOGIES

In Romania, each citizen has a National Identification Number called Numerical Personal Code (CNP). This code is indicated on new biometric identification cards.

In 2019, the Romanian Intelligence Service (SRI) completed the implementation of a project called “SII ANALYTICS - Information system for the integration and operational and analytical exploitation of large volumes of data”, co-funded by the European Regional Development Fund through the Competitiveness Operational Programme 2014-2020. In 2016, four organisations expressed concerns in relation to this project, due to its “potential for widespread surveillance of the entire population of Romania”. Complaints were sent to the European Commission, the European Anti-fraud Office (OLAF), the Romanian Data Protection Authority, and the Parliamentary Committee overseeing SRI’s activity. Answers received from these authorities did not clearly address the main concerns. The SRI declared that, in its opinion, SII Analytics does not threaten citizens’ rights and freedoms. It clarified that new developments only aimed to modernise the Romanian data processing system by using algorithms, in order to exploit existing data more efficiently. It specified that no connection to the internet and no collection of new personal data were foreseen, and that access control and filters are implemented to identify any unauthorised use of the system. Nevertheless, several questions remain unanswered, which maintains a lack of transparency. These questions especially relate to the identification of the legal basis that frames such a data processing system, to the sources of the information that is aggregated, to the services that access this system, and to conditions for access (over 750 terminals being likely to have access to it). Questions also relate to the setting up of guarantees against arbitrary access in light of verbal statements that “every query will be automatically logged and analysed to avoid abuses”. In this respect, there is a fear that a “behavioural file” is established in order to enable a “behavioural analysis” that would be included as a feature of the system.

Service providers involved in the development of SII Analytics appear to be Siveco, Nova Tech, BAE Systems as well as the Romanian company Romsoft International. The SII Analytics project was built on SII Infrastructure which was implemented by Logika IT Solutions, Datanet Systems and Siveco Romania (through Logic Computer as subcontractor) for data centers, and by Datanet Systems and Mira Telecom for broadband. It is reported that the SII Infrastructure project, created in 2003, operates based on a decision of the Romanian Supreme Council of National Defence (CSAT) which is not publicly available. Some voices deplore this lack of transparency and report that the CSAT decision was issued at the request of the head of the SRI Alexandru-Radu Timofte, who described the SII as “a huge IT machine containing data and information stored on the basis of protocols with 11 or 21 state institutions”. Some months after the publication of Law 161/2003 on anticorruption (implementing Title III the Cybercrime Convention), the government issued a government decision to operationalise the SII. This decision was unsuccessfully contested in court by the Romanian Human Rights Organisation APADOR-CH.

B. PRIVATE USAGE OF SURVEILLANCE TECHNOLOGIES

Several private stakeholders use intelligent video-surveillance solutions. In particular, the Russian solution called TRASSIR is distributed by the Romanian companies Romanian Security Systems SRL (RSS) and Azitrend within the framework of their own security services. TRASSIR for example is used by Auchan hypermarkets in Romania, where it provides access to control systems, burglary systems, anti-theft detection gates, fire safety systems, video analytics able to monitor all POS transactions in order to “prevent any fraudulent activity and detect human errors”: in case of any suspicious situation, “ActivePOS immediately sends automatic notifications to the operator”. TRASSIR is also in use in another supermarket chain, a major supplier of agricultural products (450 video channels spread into 15 locations) and a major supplier of construction materials. This supplier uses a TRASSIR function called ‘Neuro Detector’, which can notably detect human presence and map people movements (people from the staff may be excluded using specific clothes colours). Based on “neural networks of deep learning”, this solution is considered by its provider as an offline equivalent
of Google Analytics since it measures “metrics that directly affect the traffic and conversions in offline business”\textsuperscript{1283}.

Beside this, a Romanian start-up proposes a “fully automated Know-Your-Customer (KYC) solution” which enables providers to identify their customer through comparison between their biometric identity card and the facial recognition of their face through their webcam\textsuperscript{1284}. The proposed solutions declares to appropriately protect personal data during “collection, processing and storage”\textsuperscript{1285} without clarifying the retention length, destruction conditions, and recipients of collected data. Other examples of start-up initiatives include the Romanian fintech PayByFace. It developed a facial recognition-based payment system which may be used in any partner store as an alternative to other means of payment\textsuperscript{1286}. In 2020, businesses such as meal and gift card issuers\textsuperscript{1287} and Romanian coffee shops\textsuperscript{1288} introduced the biometric facial recognition-based payments system. In 2021, Raiffeisen Bulgaria piloted a project with PayByFace in order to “introduce an easier, more attractive, and more secure way of payments for their clients”.\textsuperscript{1289}

\textbf{3) POLITICAL STANDING IN RELATION TO THE USE OF MASS SURVEILLANCE TECHNOLOGIES}

Romanian authorities express a strong wish to strengthen the Romanian national security\textsuperscript{1290}, which is understood in a wide approach that links “all dimensions” including, non-exhaustively, political, civic and societal ones\textsuperscript{1291}. Defence spending over the period 2001-2017 increased substantially, as well as the “ratio allocated for equipment expenditures” which rose by more than 50\% from 2016 to 2017, to represent roughly one quarter of the total expenditure\textsuperscript{1292}. Research and development in the field seems ongoing\textsuperscript{1293}, while public-private partnerships are seen in a favourable light\textsuperscript{1294}. Implementation of surveillance technologies generally relies on a provider, a large part of them appearing to be located in the European geographic zone.

Combined with current practices in the field\textsuperscript{1295} (see previous subsections of the current study), the willingness assigned to the political class to evolve towards more control\textsuperscript{1296} is plausible, especially through the action of state intelligence services (SRI). Indeed, whereas SRI seems to be internationally considered as capable of efficiently monitoring individuals\textsuperscript{1297}, whether their intent is known or unknown, and whereas these services are perceived to be tempted by ideas about exerting “extensive control over the population” in addition to “silencing its critical intellectuals”\textsuperscript{1298}, some questions have been raised more recently in relation to separation of powers in the country\textsuperscript{1299} and to non-enforcement of court decisions against the State\textsuperscript{1300}, as well as in relation to a continuous tendency to attempt to implement more non-biometric surveillance measures.

For example, from 2011 onward, there have been six attempts to impose mandatory SIM cards registration. The most recent one, introduced by Emergency Ordinance in September 2019, was declared unconstitutional by the Romanian Constitutional Court on 18 February 2020.\textsuperscript{1301} The fourth attempt was contemporaneous with the Snowden revelations.

Shortly after the Snowden revelation, in July 2013, a controversial public representative, member of the joint permanent commission of the Chamber of Deputies and the Senate for the exercise of parliamentary control over the activities of the SRI, declared that the aim of the legislative authority was to enable the interception of “pre-paid phone cards by the secret services”, being “in favour of the implementation of a PRISM programme in Romania, which would allow the surveillance of communications on the Internet, in case of suspicions of terrorism or serious economic crimes, arguing in the face of criticism that often the protection of private life is invoked ‘but the desire is to defend freedom to crime’”. He also expressed the will for the secret service to gain the ability to intercept all the electronic means of communication as well as access the history of peoples’ activities\textsuperscript{1302}. Other political representatives exposed views of the same nature, the political being considered as seeing “in mass surveillance not a problem but a desirable goal to be attained with no consideration for what the public wants”\textsuperscript{1303}. After the CJEU declared the Data Retention Directive invalid, the Romanian government decided to maintain in force Law 82/2012 which enables data retention (it was adopted despite persistent criticism\textsuperscript{1304}, after invalidation of the previous data retention law by the Romanian Constitutional Court in 2009\textsuperscript{1305}). In 2014, the Romanian parliament adopted a new law on security, granting several public authorities, including the SRI, the power to search computer systems without a court order. The Constitutional Court ruled this cybersecurity law unconstitutional.\textsuperscript{1306}
The National Institute for Research and Development in Informatics (ICI) Bucharest is currently involved in a public service digital identity project in partnership with the Romania-based digital identity firm selfid.id, aiming at accelerating "the digitisation of the national public system in the country" by enabling "individuals' interaction with government institutions" through a "decentralised digital identity platform" and the "creation and adoption of a secure electronic public identification (e-ID) system" aligned with European requirements.

### 7.3.2 LEGISLATION REGULATING MASS SURVEILLANCE TECHNOLOGIES

The Romanian Constitution guarantees a series of fundamental human rights, including equality of rights (art. 16), right to defence (art. 24), freedom of movement (art. 25), personal family and private life, inviolability of the domicile and the secrecy of correspondence (arts. 26-28), freedom of conscience (art. 20), freedom of expression and the right to information (arts. 30 and 31), right to education (art. 32), and freedom of assembly and of association (arts. 39 and 40). Some of these rights are also penally protected and enforced in the penal procedure Code, which for instance states that the prosecutor must inform in writing the subject of a surveillance measures, once the latter has ended. Surveillance during investigations appears to be framed and can only be decided based on reasonable suspicions.

In addition, Romania adhered to the European Convention on Human Rights, which came into force in June 1994. This Convention prevails on the Constitution in case of inconsistency, "unless the Constitution or domestic laws comprise more favourable provisions", according to article 20 of the Constitution. Following the ECHR principles, article 53 of the Constitution establishes that the exercise of freedoms may only be restricted by law for a list of limited purposes amongst which lies the defence of national security, provided that restrictions are necessary in a democratic society and proportionate.

Moreover, the Constitutional Court seems to be vigilant in the field of fundamental rights protection. It declared unconstitutional several laws that were criticised for their unnecessary and/or disproportionate nature, such as the first data retention law and successive laws aiming at making identification mandatory to use pre-paid SIM cards, as well as the first cybersecurity law.

The General Data Protection Regulation (GDPR) was implemented in law n° 190/2018, Directive 2016/680, which applies to judicial and police data processing, was transposed into law 363/2018. The Romanian supervisory authority, called ANSPDCP, has some activity in the field of private use of biometric and video surveillance and has issued guiding decisions. In its answer to the SII Analytics complaint, the ANSPDCP especially clarified that Romanian public authorities without national security attributions are subject to the application of law (which implemented Directive 95/46/EC on the protection of personal data before it was replaced by law 190/2018).

In relation to SRI activities, the ANSPDCP considers that they are exempted from the application of Law 190/2018, because their tasks are a matter of national security. The data protection authority also noted that the legal basis for data processing replicating databases, including within the framework of the SII Analytics system, is the Government Ordinance.

For the rest, the SRI is coordinated by the Supreme Council for National Defence (CSAT). Its activities are regulated by law n° 51/1991 on national security and by law n° 14/1992 on SRI’s functioning. It is moreover subject to law n° 535/2004 against terrorism, to law n° 544/2001 on access to public information and to law n° 182/2002 on classified information.

Despite the existence of such regulations, several voices deplore a huge lack of transparency of the SRI activities. In particular, it remains unclear whether the SRI is using biometric recognition technology under the SII Analytics and how it is regulated. In addition, there is no information available in relation to the SRI powers in terms of access to other databases, whether of a public (including criminal) or a private nature. Article 13 of law n° 51/91 only regulates the access, by intelligence services, to other databases and information through search and seizure, by request to the public prosecutor and in compliance with the penal procedure Code. It is
to be noted, on this aspect, that subsequent usages of collected information and the length of their retention are not particularly clarified. For the rest, SRI’s activities are covered by state secret, whose definition is considered to be “vague”\textsuperscript{1324}.

Moreover, the control over the SRI’s powers seems insufficient. It only relies on a parliamentary control, whose modalities are also not clarified (article 9 of law n° 51/91). In this regards, it is worth noticing that, in 2014, a member of the joint permanent commission for the exercise of this parliamentary control expressed the will that the secret service gain the ability to access the history of peoples’ activities, declaring that the defence of private life often reveals the desire “to defend freedom to crime”\textsuperscript{1325}.

In relation to SII analytics particularly, we can also note that government ordinance 952/2003 does not appear to regulate the new developments of the system. Consequently, a specific legal basis would be required based on the ECHR requirements\textsuperscript{1326}. In its absence, the legal framework does not appear to provide for sufficient safeguards\textsuperscript{1327}. At the minimum, clarifications would be needed concerning the entities and persons who can access the database\textsuperscript{1328}, the purposes and the situations in which such access may be granted, the extent of their powers in terms of data reproduction and retention period, the conditions under which databases interconnections may be allowed, the nature of the data involved and the mechanisms that ensure effective control over these powers.

It is worth noting, on this particular issue of the exchange of data between public authorities, that the CJEU ruled, in 2015, that the Romanian Tax Authority (ANAF) could not, “on the basis of a single internal protocol”\textsuperscript{1329}, transfer data to another public authority “for purposes other than those for which [these data] had initially been communicated to the ANAF”, without prior explicit and informed consent of the person concerned.\textsuperscript{1330}

### 7.3.3 CIVIL SOCIETY RESPONSES

Beyond reactions from civil society organisations\textsuperscript{1331} and dissemination of information from legal specialists\textsuperscript{1332}, some modest citizens-based protest movements have been noticed\textsuperscript{1333}. However, most Romanian people do not seem to strongly react to questionable legislative proposals or practices connected to biometrics and surveillance.

This might be firstly explained by the fact that terrorism and immigration – two issues that are often used to justify restrictions of freedoms – were not part of major concerns of the public opinion in studies conducted in 2004 and 2017, contrary to the tendency that was noticed in other EU countries\textsuperscript{1334}.

Among other reasons for this apparent lack of interest lies an apparent lack of effective information regarding the European Union\textsuperscript{1335} and political agendas more generally. In addition, “a large percentage of the population (lives) in rural areas”\textsuperscript{1336}, where people may encounter “unemployment and poverty” issues\textsuperscript{1337} and a “lack of affordable and easy access to the internet”\textsuperscript{1338}.

The lack of reaction on the part of citizens toward questionable public measures also appear to come from a feeling of hopelessness and disbelief that one or more individuals can realistically change anything. This is induced by the “no big deal” attitude of public authorities, generally accompanied by an attitude of “no consideration for what the public wants”, as it was pointed out by a member of ApTI, a Romanian digital rights NGO. The author considers that the attitude of public authorities, where they silence debates and then reiterate their proposal despite Constitutional Court negative decisions, makes most Romanians “internal[ising] the situation and fail[ing] back into their default state of resignation, gallows humour or a combination of the two, with no actual conversation having taken place between civil society, weak as it is.”\textsuperscript{1339}
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CONCLUSION
For nearly twenty years, biometry has been shown as the unquestionable way to ensure people’s security, both in the public and in the private spheres. On this basis alone, European countries are implementing increasingly intrusive technology, without ever having been able to demonstrate its efficiency and added-value, despite continuous requests for evidence.

Conversely, an analysis of the issues at stake demonstrates important risks of fraud as well as technical and human-based errors, which are further illustrated by practical examples. These observations take place in a context where the mismanagement of existing public national and European databases has been proven. In addition, a rigorous legal study articulates intolerable risks to rights and freedoms that are the foundations of any political democracy caring about respecting its members. In particular, it is demonstrated that a simple biometric identifier theft or a diversion of processing purpose may have very serious impacts on individuals, in addition to affecting their dignity based on a non-consensual processing of some of their more intimate data.

The actual reasons for this Kafkaesque situation are unclear. The biometric industry’s lobby undoubtedly comes into play, and it is certainly compounded by the temptation, inherent to any state, to ensure internal order. Either way, this situation is made possible by the weakening of democratic checks and balances and a distortion of public communication, which seeks acceptability to the detriment of justification. This may be observed both in the European Union member states and within the institutions of the European Union. In other words, this situation is the result of the practical abandonment of the principles that all member states pledged to respect after the Second World War within the Council of Europe to prevent any reoccurrence of a totalitarian regime.

The member states of the European Union now find themselves confronted with a crucial political choice. The choice to rediscover the principles and values of the rule of law and the respect of human rights, or the choice to stray from this path and go down the road to totalitarianism. Such a statement is not exaggerated, it is result oriented. It will be understood by anyone who looks at history and is conscious of the relevance and the value of the principles transmitted to us by the writers of the European Convention on Human Rights. It will be understood by anyone reading the calls to prohibit biometric technology from almost all democratic residual checks and balances: the United Nations, the European Parliament, Data Protection Authorities, and the NGOs that work on a daily basis to preserve Human Rights.

The later this decision is made, the more difficult it will be to implement, when all the technological means are in place.

To borrow the words of Michel Benichou1340 pronounced over 20 years ago by the current President of the Council of the Bars and Law Societies of the European Union (CCBE), the question put to states and to the institutions of the European Union is whether they are capable of demonstrating their “democratic maturity”. More specifically, the question is to know whether they “acknowledge the primacy of the Human being” or if they are demanding “its submission”. The answer to this question, in relation to the arguments to be opposed to terrorism, will undoubtedly be decisive.

---

ANNEX 1
LACK OF LEGITIMATE BASIS OF LEGAL INSTRUMENTS THAT ORGANISE THE POSSIBILITY OF MASS BIOMETRIC RECOGNITION
9.1 ABSENCE OF LEGITIMATE LEGAL BASIS OF THE EU REGULATION 2019/1157 ON STRENGTHENING THE SECURITY OF IDENTITY CARDS

EU Regulation 2019/1157 on strengthening the security of identity cards is based on article 21(341 of the Treaty on the Functioning of the European Union (TFEU)1342. Article 21 grants EU citizens the "right to move and reside freely within the territory of the member states". Article 21(2) states that "If action by the Union should prove necessary to attain this objective and the Treaties have not provided the necessary powers, the European Parliament and the Council, acting in accordance with the ordinary legislative procedure, may adopt provisions with a view to facilitating the exercise of the rights referred to in paragraph 1". Article 1(3) states that "for the same purposes as those referred to in paragraph 1 and if the Treaties have not provided the necessary powers, the Council, acting in accordance with a special legislative procedure, may adopt measures concerning social security or social protection. The Council shall act unanimously after consulting the European Parliament."

As a result, the proposal for Regulation 2019/1157 explains that it "aims to facilitate the exercise of the right to free movement of EU citizens in a secure environment, i.e. to facilitate their right to travel to and reside in any Member State with their national identity cards and to rely on these cards there as reliable proof of nationality, as well as their right to rely on the residence documentation issued to them as residents of a Member State other than their country of nationality." This proposal further explains that "Article 21(2) TFEU expressly provides a legal basis for measures to facilitate the exercise of free movement of EU citizens, including by reducing the risk of fraud in the form of forgery of documents and by ensuring the trust needed for free movement" and that the proposal "will provide for more secure documents, through improved security features of national identity cards and residence documents, which will allow exercising free movement rights in a more secure environment. This will protect public authorities and EU citizens and their family members from crime, falsification and document fraud. Accordingly, this proposal contributes to improving the overall security within the EU."

However, article 21(2) only provides the European Parliament and the Council with legislative powers in case their action is "proven necessary [...] with a view to facilitating the exercise of the rights of free move and residence". The European Union did not demonstrate that the general collection of facial images and fingerprints of all the EU citizens and residents, whether in a chip or in a database1343, is "necessary" to a freedom of movement and residence that was already effective beforehand. They also did not demonstrate that this collection is "necessary" to reduce a risk of fraud that would, otherwise, prejudice the freedom of movement.

As a result, this legal basis does not appear to be legitimate. Moreover, this issue is visible in the explanatory statement itself, which seems like an exercise in semantics that desperately tries to justify a link between the TFUE and proposed measures1344.
The proposal for a regulation on artificial intelligence is based on article 114 TFUE, which grants the European Parliament and the Council with the power to “adopt the measures for the approximation of the provisions laid down by law, regulation or administrative action in Member States which have as their object the establishment and functioning of the internal market” for the achievement of “the objectives set out in Article 26”, which in turn further defines the notion of internal market. Therefore, the proposal for a regulation states that its primary objective “is to ensure the proper functioning of the internal market by setting harmonised rules” in the area of AI, addressing “the situation after AI systems have been placed on the market by harmonising the way in which ex-post controls are conducted”.

However, the authorisation given to member states to use biometric technologies in public areas is not covered by the regulation and the functioning of the internal market. The proposal for a regulation on AI has therefore no legal basis in this respect.

In addition, the explanatory statements for the proposal for a regulation base this regulation on article 16 of the TFUE, which grants the European Parliament and the Council with the power to lay down the rules relating to the protection of individuals with regard to the processing of personal data by Union institutions, bodies, offices and agencies, and by the member states. Article 16 clarifies that “compliance with these rules shall be subject to the control of independent authorities”.

However, as pointed out by the EDPB and the EDPS in their joint opinion relating to this proposal for a regulation, “article 16 TFEU provides an appropriate legal basis in cases where the protection of personal data is one of the essential aims or components of the rules adopted by the EU legislature”, which is not the case of the proposal, taking into account that the GDPR and the Police-Justice Directive do actually already constitute a legal framework for the protection of personal data.

Moreover, in relation to the use by law enforcement agencies of AI systems for ‘real time’ or post remote biometric identification in publicly accessible spaces, in addition to the very limited prohibition of artificial intelligence practices set-up in article 5 1 of the proposed Artificial Intelligence Act, the latter act does not, actually, organise the protection of personal data, but, on the contrary, it organises the possibility to use artificial intelligence technologies which pose high risks to freedoms, including the possibility to massively monitor the population for law enforcement purposes, whereas, currently, no legal basis enables such operations unless the provisions of the GDPR or the Police-Justice Directive are respected, including a specific legal basis for law enforcement processing.

Finally, as also pointed out by the EDPB and the EDPS in their joint opinion, “the application of Article 16 TFEU also entails the need to ensure independent oversight for compliance with the requirements regarding the processing of personal data, as is also required Article 8 of the Charter of the Fundamental Rights of the EU”. On this aspect the proposed Artificial Intelligence Act does only provide for a judicial supervisory obligation for ‘real-time’ remote biometric identification in publicly accessible space for LE purposes, but not in the other situations. Further, the proposal does not clarify that rules relating to the use of AI technologies are subjected to “the application of existing EU laws governing the processing of personal data, including the tasks and powers of the independent supervisory authorities competent to monitor compliance with those instruments”.

As a consequence, the legal bases invoked to legitimate the proposal for an artificial intelligence act do not enable setting-up provisions that, in
practice and under the guise of prohibiting the use of certain technologies, actually authorise the use of other high risk technologies including the use of ‘real time’ and post remote biometric identification in publicly accessible space for LE purposes, without framing them by the necessary safeguards that would drive to ascertain that fundamental rights are appropriately respected. In case a proper fundamental rights assessment would fail to demonstrate the necessity and proportionality of the interference, such safeguards should basically be summarised in a general prohibition to use biometric technologies on individuals in public places, which meets the conclusions of the EDPB and EDPS joint opinion in relation to “any use of AI for an automated recognition of human features in publicly accessible spaces - such as of faces but also of gait, fingerprints, DNA, voice, keystrokes and other biometric or behavioural signals - in any context”\textsuperscript{1349}. 


1343. The legislation has the perverse effect of organising the technical possibility for all member states to collect and retain those data. See subsection 5.2 of the current study.

1344. See also Statewatch, ‘EU: Biometrics - from visas to passports to ID cards’, https://www.statewatch.org/media/documents/analyses/no-49-eu-bio-passports-id-cards.pdf. This publication raises similar concerns in relation to article 18 of the TFEU which based the proposal for this regulation.


